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Abstract

The influence of thermal stratification on autoignition at constant vol-
ume and high pressure is investigated under turbulent conditions using
the one-dimensional Linear-Eddy Model (LEM) and detailed hydrogen/air
chemistry. Results are presented for the influence of initial temperature
inhomogeneities on the heat release rate and the relative importance of
diffusion and chemical reactions. The predicted heat release rates are
compared with heat release rates of Chen et al. [1] and Hawkes et al. [2]
obtained by two-dimensional Direct Numerical Simulations (DNS). Using
the definition of Chen et al. for the displacement speed of the H2 mass
fraction tracked at the location of maximum heat release, and a com-
parison of budget terms, different combustion modes including ignition
front propagation and deflagration waves are identified and the results are
compared to the DNS data. The LEM approach shows qualitatively and
quantitatively reasonable agreement with the DNS data over the whole
range of investigated temperature fluctuations. The results presented in
this work suggest that LEM is a potential candidate as a sub-model for
CFD calculations of HCCI engines.

Keywords: HCCI, autoignition, thermal explosion, turbulence, Linear-Eddy
Model
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1 Introduction

Homogeneous-charge compression ignition (HCCI) engines have potentially higher
thermal efficiencies and lower NOx and soot emissions compared to conven-
tional spark-ignition and Diesel engines, respectively. Compared to conven-
tional compression-ignition (CI) engines, HCCI engines operate under lean con-
ditions with fuel and air well mixed before entering the cylinder. Although
major progress has been made, HCCI engines suffer from high carbon monoxide
(CO) and unburned hydrocarbon (UHC) emissions. In order to achieve low NOx

emissions HCCI engines usually operate with very lean fuel/air mixtures and/or
exhaust gas recirculation (ECR) to keep peak temperatures low. However, such
low temperature levels will favor incomplete combustion and high CO levels.
Another major problem in the design of HCCI engines is the control of the very
large heat release rates which may cause excessively rapid pressure rise under
perfectly homogeneous conditions. One method to reduce the maximum heat
release rate is the introduction of thermal or mixture inhomogeneities. Temper-
ature inhomogeneities will lead to some hot and some cold spots each having
different ignition delay times. The hottest spots will ignite first followed by
the colder areas leading to a spreading of the heat release over several crank
angles. Ignited and un-ignited spots build up large temperature gradients be-
tween burned and unburned gas where turbulent and molecular mixing become
important and cannot be neglected.

In recent Direct Numerical Simulation (DNS) studies [1, 2] it has been
demonstrated that both ignition fronts and deflagration-like fronts may be
present under thermal stratification under HCCI-like conditions. With increas-
ing stratification the subtle interaction between turbulent mixing and chemistry
becomes increasingly important and needs to be taken into account in compu-
tational models of HCCI engines. Cook et al. [3] presented a one-dimensional
flamelet-type model in enthalpy space capable of capturing HCCI combustion in
both relevant regimes identified in the DNS simulation. The model offers the po-
tential to be used as a combustion model for CFD calculations of HCCI engines.
However, for closure the enthalpy-based flamelet model needs a probability den-
sity function (PDF) for enthalpy and a model for the enthalpy dissipation rate.
Using those data directly from the DNS [3], the enthalpy flamelet model was
able to achieve good agreement with the DNS results.

Steeper et al. [4] applied the Linear-Eddy Model as a stand alone tool for the
investigation of spatial fuel distribution under typical HCCI conditions. They
used a simple two-step, six-species chemical mechanism for n-heptane which was
not able to capture the characteristic low temperature heat release of n-heptane.
The authors presented some interesting qualitative results with the LEM, how-
ever they did not make any quantitative comparison with experimental data or
other numerical modeling appoaches.

In this work we use the Linear-Eddy Model (LEM) [5] to investigate the
influence of thermal stratification on auto-ignition under HCCI conditions and
compare the results with recent DNS data of Hawkes et al. [1, 2]. The (one-di-
mensional) LEM is capable of representing the turbulence-chemistry interaction
at all temporal and spatial scales. In comparison to the flamelet-based modeling
of Cook at al. [3] the LEM approach after calibration does not need additional
input for closure. The predicted heat release rates and the relative importance
of reaction and diffusion terms agree reasonably well with the DNS results.
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The simple one-dimensional model is capable of capturing the key combustion
characteristics for the combustion regime of spontaneous ignition fronts, for the
deflagration-dominated case, and lastly for the mixed one. The 1D strategy
enables parametric studies, including modification of mixture inhomogeneity, in
a reasonable computational time. Furthermore, LEM has been used successfully
in the past as a subgrid combustion model for Large Eddy Simulations, e. g.
[6, 7, 8]. The results presented in this work suggest that LEM is a potential
candidate as a sub-model for CFD calculations of HCCI engines.

The paper is organized as follows: In the next Section we introduce our
modeling strategy using LEM. In Section 3 we compare results obtainced with
the LEM approach with some recent DNS data and finish in Section 4 with
some concluding remarks.

2 Model formulation

The Linear-Eddy Model was proposed by Kerstein in [5] for non-reacting flow
and extended to reactive flow in [9]. It has been discussed in detail in the lit-
erature, e.g. [5, 9, 10, 11, 12] and, therefore, is only briefly summarized here.
The overall LEM concept for turbulent reactive flow consists of two concur-
rent processes representing the respective influences of dilatation-induced ad-
vection, molecular diffusion, chemical reactions and turbulent transport. The
first process is time advancement of the reactive zero-Mach-number equations
on a one-dimensional domain resolving all spatial and temporal scales. The
second process, turbulent transport, is implemented using a stochastic sequence
of statistically independent stirring events.

2.1 The zero-Mach-number equations for reactive flow

We solve the variable density zero-Mach-number equations in one spatial di-
mension on a fixed grid. The balance equations for species mass fractions and
temperature are

ρ
∂Ys

∂t
+ ρu

∂Ys

∂x
= −∂js

∂x
+ Ms ω̇s, (1)

ρcp
∂T

∂t
+ ρucp

∂T

∂x
=

dp

dt
− ∂q

∂x
−
∑

s

js
∂hs

∂x

−
∑

s

hs Ms ω̇s, (2)

with s = 1, . . . , ns and ns is the number of different species in the system. Here,
ρ is the density, Ys the mass fraction of species s, u the velocity, js the species
diffusive flux, Ms the molecular weight of species s, ω̇s the chemical source term
of species s, cp the heat capacity at constant pressure, p the pressure, q the heat
flux, and hs the enthalpy of species s including the heats of formation. For the
equation of state of a mixture of ideal gases we have

p = ρT
∑

s

YsRs, (3)

with Rs denoting the individual gas constant of species s.
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In the zero-Mach-number limit the thermodynamic pressure p is spatially
constant [13]. In this case a divergence constraint on the velocity can be derived
from the energy equation [14]:

∂u

∂x
= − 1

γ p

dp

dt
+ U , (4)

where γ is the ratio of specific heats and U is given by

U =− 1
ρcpT

{
∂q

∂x
+
∑

s

js
∂hs

∂x

}

− 1
ρ

∑
s

{
M

Ms

∂js

∂x

}
+

1
ρ

∑
s

{
M

Ms
− hs

cpT

}
σ̇s.

Here M denotes the mean molecular weight of the mixture and σ̇s = Ms ω̇s.
Integrating (4) over the whole domain from x = x1 to x = x1 + L results in an
equation for the global pressure change

dp

dt
=

γ p

L

{∫ x1+L

x=x1

U dx− (u2 − u1)

}
. (5)

For periodic or zero-velocity boundary conditions we have u1 = u2 and the
last term in (5) vanishes. In these conditions (the latter is used here, see Sec-
tion 2.3) equation (5) allows us to calculate the pressure rise due to chemical
reactions, heat conduction, and species diffusion. In the one-dimensional case
equation (4) allows the computation of the velocity by simple integration in
space. Therefore it is not necessary to solve a momentum equation here. The
velocity u in eq. (1), (2), and (4) represents the flow velocity induced by dilata-
tional effects due to compression, conduction, and chemical reactions as given
by (4).

It is important to note that similar to a DNS, in the LEM concept equations
(1) and (2) need to resolve all spatial scales of a turbulent reacting flow.

2.2 Linear eddy mixing / turbulent transport

In the LEM concept, turbulent advection is implemented explicitly by stochastic
eddy events. Each eddy event involves a rearrangement of all scalar quantities
using so-called ‘triplet maps.’ The effect of a triplet map is a three-fold com-
pression of the scalar fields in a selected spatial interval whose size is denoted
by l. This map increases the scalar gradients within the selected interval, anal-
ogous to the effect of compressive strain in turbulent flow, without creating
discontinuities.

Two quantities are needed to specify an eddy event: eddy size l and eddy
location within the domain. The eddy location is randomly sampled from a
uniform distribution, and the eddy size is randomly sampled. Assuming the
Kolmogorov inertial-range scaling the size distribution is given by [5]

f(l) = (5/3) l−8/3/[η−5/3 − l
−5/3
t ].

Using the turbulent Reynolds number

Ret =
u′lt
ν

,
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where ν is the kinematic viscosity, and u′, lt are the integral velocity and length
scale, respectively, the Kolmogorov scale η is determined from the inertial scaling
law

η = Nη lt Re
−3/4
t .

Here, Nη is an empirical constant.
Eddy events induce a random walk of fluid parcels whose diffusivity is the

model analog to the turbulent diffusivity Dt. Based on this interpretation, the
event frequency per unit length is determined by [5]

λ =
54
5

νRet

Cλl3t

[
(lt/η)5/3 − 1

][
1− (η/lt)4/3

] .
The required model constants have been set to Cλ = 15 and Nη = 10. The

value for Cλ has been adopted from [15]. Out of a few iterations with different
values for Nη this parameter set gave the best agreement with DNS data. More
careful tuning might lead to a further improvement of the results. However,
it should be pointed out that this tuning of parameters needs to be done only
once for some model configuration. Once a suitable parameter set has been
determined, the model should be applicable for any other operating conditions.

2.3 Numerical implementation

The zero-Mach-number equations are solved numerically using standard second-
order finite-difference discretization. No-flux boundary conditions are applied
hence u1 = u2 = 0. Periodic boundary conditions, consistent with the DNS
comparison case, will be applied in the future. Results thus far indicate that
this change will have negligible effect, especially for those cases where we use
a LEM domain size much larger than the size of the DNS domain, see Section
3.3.

The time integration of the stiff set of equations is performed using the
DAE solver IDA of the SUNDIALS package [16]. In order to not destroy the
bandstructure of the sparse solver, no-flux boundary conditions are applied for
all variables. Periodic boundary conditions, consistent with the DNS comparison
case, would require major changes in the IDA solver. However, as the LEM
simulations are performed on a much larger spatial domain than the DNS, the
use of no-flux instead of periodic boundary conditions can safely be assumed to
have a negligible effect here.

Thermodynamic and transport properties as well as reaction rates are cal-
culated using the C++ interface of the CANTERA software package [17].

3 Results

3.1 Initial conditions

We test the LEM approach against DNS results presented in [2]. The equiva-
lence ratio of the initially homogeneous H2-air mixture is φ = 0.1 in all cases.
Initial pressure and temperature are p0 = 41 atm and T0 = 1070 K, respec-
tively. The calculated ignition delay time for a homogeneous mixture under
these conditions is tig = 2.9 ms. The detailed chemical mechanism for H2-air
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chemistry has been taken from [18] and uses 8 reactive species (see Table 1)
and 21 reversible reactions. The initial conditions correspond to a compression
ratio of 15:1 starting at 1 atm and 400K. Decoupling the compression stage from
the ignition stage is justifiable for hydrogen/air chemistry which exhibits very
low heat release rates at lower temperatures. However, such an approximation
is inadequate for more realistic fuels such as n-heptane with multistage igni-
tion behavior. These parameters have been argued in [2] to be representative
for engines operating at low load. Due to the relatively low equivalence ratio
and the moderate compression rate it can be safely assumed that developing
compressive waves such as shocks and detonations are not present [2].

Integral turbulent length and velocity scales for the LEM runs are taken
from the DNS and are lt = 0.34 mm and u′ = 0.5 m/s. A random temperature
field with a Passot-Pouquet spectrum [19]

E(k) =
32
3

√
2
π

T ′
2

ke

(
k

ke

)4

exp

(
−2
(

k

ke

)2
)

(6)

is superimposed on the mean temperature field to specify initial temperature
inhomogeneities. Here, k is the wave number, ke is the most energetic wave
number defined by ke = 2π/le, and T ′ is the RMS temperature fluctuation.
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Figure 1: Temperature profiles at different times for initial temperature RMS values

of T ′ = 7.5 K and 30 K.
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H2 O2 O OH H2O H HO2 H2O2 N2

Les 0.32 1.15 0.75 0.76 0.84 0.19 1.16 1.16 1.00

Table 1: Lewis numbers for all species

The resulting initial temperature field is

T (x) = T0 +
∞∑

k=1

(∆T )k sin (2π k x/L + φk) , (7)

where T0 denotes the initial mean temperature, and φk is the randomly chosen
phase of mode k with 0 ≤ φk ≤ 2π. The temperature amplitude at wavenumber
k for a periodic temperature field with a discrete spectrum is given by

(∆T )k =

(
2
∫ k+1/2

k−1/2

E(k) dk

)1/2

≈ (2 E(k))1/2
.

With this initialisation the resulting initial temperature field has exactly the
prescribed RMS value T ′.

In accordance with the DNS, the most energetic length scale is le = 1.32 mm.
The initial velocity RMS is v′ = 0.5 m/s and the initial autocorrelation integral
length scale is lt = 0.34 mm. This leads to a turbulent Reynolds-number of
Ret = 45. The characteristic integral time scale can be estimated by tt =
lt/v′ = 0.68 ms which is of the same order of magnitude as the homogeneous
ignition delay time tig = 2.9 ms and therefore allows for strong interactions
between turbulence and chemistry.

The diffusion coefficients are calculated in accordance with the DNS from the
prescribed Lewis numbers shown in Table 1. Transport coefficients are evaluated
as mixture avaraged values and all thermodynamic quantities are evaluated from
the well known NASA polynomials using CANTERA’s built-in routines.

All LEM simulations in this study have been run with a uniform grid spacing
of 4.3 µm taken from the DNS. This grid spacing has been reported in [1] to be
necessary and sufficient to resolve ignition fronts under the given conditions.

3.2 Spatial structure of ignition

For a qualitative picture of the spatial structure of a typical ignition event, Fig-
ure 1 shows temperature profiles at different times for T ′ = 7.5 K and 30 K. The
low fluctuations in the first case lead to an almost homogeneous auto ignition
with only two moderate hot spots advancing ahead of an almost homogeneous
region in between. From the T ′ = 30 K case it becomes obvious that the large
initial temperature fluctuations induce locally different ignition delays between
initial minimum and maximum values resulting in large temperature gradients.
These temperature gradients are subject to turbulent mixing during the ‘delay
time window’.

3.3 Domain size influence

In order to get meaningful statistics within the LEM approach it is necessary
to either perform many different realizations on a LEM domain with a linear
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dimension comparable to the DNS, or to run a single calculation on a domain
much larger than the spatial extent of the two-dimensional DNS of Chen [1],
which is lDNS×lDNS with lDNS = 4.1 mm. Here we follow the second approach.
Figure 2 shows heat release rates as a function of time for different random
initial temperature distributions. Time and heat release rates have been made
non-dimensional by the ignition delay time and the peak heat release rate of
the homogeneous reactor, respectively. In the top graph of Figure 2 the LEM
domain is lLEM = lDNS corresponding exactly to the spatial extent of the DNS.
It is obvious that different initial conditions lead to very different heat release
rates over time. The bottom graph of that figure shows heat release rates
with five different random initial conditions with a spatial domain lLEM =
50 lDNS . Each calculation can be interpreted as a representation of 50 different
realizations of initial conditions with lLEM = lDNS . We note that different
random seeds have been used in each calculation for implementation of the
LEM stirring events. Based on the heat release rates versus time and the small
deviations between the five different calculations we suppose that 50 realizations
or an LEM domain of 50 times the DNS domain size give reasonable statistical
results for this study. All results presented below use a LEM domain lLEM =
50 lDNS .

3.4 Heat release rates

The principal influence of initial temperature fluctuations and turbulent mixing
is shown in Figure 3. During the initial ignition stage the influence of turbulence
is almost negligible. However, during the phase of peak heat release turbulence
cannot be neglected. In all cases turbulence leads to increased peak heat release
rates. This is due to the fact that turbulence tends to homogenize the initial
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Figure 2: Influence of LEM domain size on heat release rates. lLEM = n lDNS
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temperature fluctuations bringing heat release rates closer to the homogeneous
reactor case with its typical explosion behaviour for reactions with high acti-
vation energy. Figure 3 shows that both initial temperature fluctuations and
turbulent mixing have a distinct influence on heat release rates under HCCI
conditions.

Figure 4 shows heat release rates over time for different T ′ values. With
increasing T ′, the heat release is spread over a longer time period. Reasonable
agreement is obtained between the DNS results of Hawkes et al. [2] and LEM
for temperature fluctuations T ′ = 3.75 K, 7.5 K, and 15 K, although less so as
T ′ increases.

Besides the obvious conceptual differences between the one-dimensional LEM
and the two-dimensional DNS there are some other important differences here.
Whereas the DNS represents decaying turbulence, the LEM as implemented
here mimics a constant turbulence level. The tuning of Nη described in Sec. 2.2
enforces overall conformance of LEM to DNS mixing properties. For present
purposes, it is not necessary to match mixing properties in finer detail, but it
could be useful in future studies. In addition, LEM is formulated to represent
the 3D inertial-range cascade (Section 2.2 and cited references), but 2D DNS
has different cascade physics and scalings. Finally, the LEM calculations with
a domain size of lLEM = 50 lDNS can be – to a certain degree, see Section 3.3
– regarded as statistically convergent whereas each DNS result corresponds to
a single representation of the process. Despite these differences between mod-
els, the LEM is able to produce heat release rates which are qualitatively and
quantitatively comparable to DNS results.
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Figure 3: Influence of turbulence on heat release rates
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3.5 Mean reaction front speed

Zel’dovich [20] distinguished five different combustion modes in a homogeneous
mixture with a non-homogeneous initial temperature distribution: (i) near in-
stantaneous thermal explosions, (ii) conventional deflagration waves, (iii) de-
veloping detonation waves, (iv) subsonic, and (v) supersonic autoignitive spon-
taneous ignition fronts driven by a non-uniform distribution of ignition delay
times corresponding to temperature inhomogeneities. These different regimes
have been identified in [21] by comparing the initial temperature gradient to
the critical temperature gradient of a hot spot leading to a sonic reaction front
speed.

A definition for a density weighted displacement speed capable of repre-
senting all regimes between the spontaneous ignition front propagation (where
molecular transport is negligible) and the deflagration wave has been derived in
[22]. In one spatial dimension this displacement speed is given by the density
weighted material derivative of a scalar φ at a fixed value φ?

s?
d =

ρ

ρu

Dφ?

Dt

(
dφ

dx

)−1

φ=φ?

,

where ρu is a representative density of the reactants at the local conditions which
can be calculated from the local enthalpy and the unburned mixture composition
assuming constant pressure. With φ = YH2 and replacing the material derivative
with the transport equation for the species mass fraction (1) we can write

s?
d = − 1

ρu

{
djH2

dx
−MH2 ω̇H2

}(
dYH2

dx

)−1

YH2=Y ?
H2

. (8)

For a steady planar deflagration wave without heat loss the density weighted
displacement speed is constant over the flame structure. This definition has been
used in the DNS study [1, 2] as an indicator for identifying different combustion
regimes and will be used here as well. As a reference value for tracking the
front a value of YH?

2
= 8.5 × 10−4 has been used [1]. This value corresponds

approximately to the value at maximum heat release.
Figure 5 shows displacement speeds over time for different initial tempera-

ture fluctuations and compares LEM results with DNS results taken from [2].
We remark that the LEM displacement speeds shown in Figure 5 are arithmetic
mean values of all displacement speeds at a given time observed within the LEM
domain. The LEM calculations show the same qualitative U shape as the DNS.
The minimum speed decreases with increasing temperature fluctuations T ′ and
the quantitative values obtained with the LEM model and the DNS are of the
same order of magnitude. Because LEM values are averages over individual,
separately propagating reaction zones but DNS values are averages over smooth
iso-contours, LEM results are more intermittent than the DNS. The laminar
flame speed under the local conditions are in the order of 40-50 cm/s, see Fig-
ure 3 of [1]. From Figure 5 it becomes obvious that the observed displacement
speed for the T ′ = 30 K is mostly in the vicinity of the laminar flame speed,
indicating the importance of both reaction and diffusion in this regime. With
decreasing temperature fluctuations the observed displacement speeds increase
in accordance with the expectation that with decreasing molecular transport
the front speed increases towards the displacement speeds of the spontaneous
ignition front propagation.
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3.6 Budget terms

The relative importance of diffusion and the chemical source term for hydrogen
mass fraction is shown in Figure 6 for an initial temperature fluctuation of
T ′ = 15 K. Consistent with the heat releases rates for the T ′ = 15 K case in
Figure 4 the profiles of the LEM simulation lag in time behind the DNS data
with a slightly lower peak reaction term in the LEM simulation. The DNS data
are taken from Figure 15 of [1] and for the diffusion term the absolute value has
been taken for comparison. Again, the overall agreement between the LEM and
the DNS is quite reasonable here. At peak heat release the H2 reaction term
equals 5.71 s−1 and the diffusion term 1.54 s−1 which corresponds to 27% of the
source term. This value is in excellent agreement with the DNS value of 27%
reported in [1].

Whereas Figure 6 shows a quantitative comparison of spatially averaged H2

reaction and diffusion budget terms between LEM and DNS, Figure 7 shows
the budget terms for different initial temperature fluctuations. For T ′ = 3.75 K
the molecular diffusion term is negligible compared to the chemical source term.
With increasing initial temperature fluctuations the relative importance of the
diffuson term increases. At T ′ the diffusion and source terms are the same
order of magnitude, which is typical for propagating flame fronts. In accordance
with the discussion given in Section 3.5, Figure 7 indicates different combustion
modes ranging from ignition front propagation to deflagration-like combustion
waves.

Another indicator for different combustion modes under HCCI conditions
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Figure 5: Displacement speed over time for the LEM and DNS.
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can obtained from the PDF of the ratio of diffusion and reaction budget terms.
In [3], PDFs of this ratio based on the DNS of [2] have been presented. Fig-
ure 8 shows the corresponding PDFs for the LEM. In accordance with [2] the
PDFs have been computed at the time of maximum heat release and an isolevel
YH2 = 0.00033. From Figure 8 it can be observed that with increasing initial

0.2 0.4 0.6 0.8 1.0 1.2

Time / t_ig

0

2

4

6

8

T' = 15 KLEM reaction
LEM diffusion
DNS reaction
DNS diffusion

H
2
 b

u
d
g
e
t 

te
rm

s 
/ 

(1
/s

)

Figure 6: DNS and LEM spatially averaged H2 diffusion and reaction budget
terms.
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temperature fluctuations the PDFs becomes broader indicating the increased
importance of the diffusion relative to the chemical source term. For T ′ = 3.75 K
the PDF shows a narrow profile with a peak value at zero budget ratio corre-
sponding to negligible diffusion in this case. For T ′ = 30K the PDF has a broad
profile for budget ratios up to approximately 0.7. Despite some quantitative dif-
ferences between the LEM PDF in Figure 8 and the DNS PDF presented in [3]
some key features of the DNS PDFs are reproduced by the LEM: A monotonic
decrease of the PDF for T ′ = 3.75 K and 7.5 K, a shoulder that extends to about
0.5 (about 0.6 in the DNS) for T ′ = 15K, and a slight upward trend peaking at
about 0.7 for T ′ = 30K. These results further illustrate the progression, with
increasing T ′, from ignition front propagation, through a mixed regime, and
then toward deflagration-like combustion in the LEM simulations as well as the
DNS.

4 Conclusions

We have presented an application of the Linear-Eddy Model for the simulation
of autoignition under thermal stratification under HCCI conditions. A detailed
hydrogen chemical mechanism has been used. We compared LEM results with
recent DNS data. The predicted heat release rates as well as the relative im-
portance of reaction and diffusion terms agree qualitatively and quantitatively
reasonably well with the DNS results. The simple one-dimensional LEM model
is capable of capturing the key combustion characteristics for the combustion
regime of spontaneous ignition fronts, for the deflagration dominated case, and
lastly for the mixed one.

The comparisons to DNS do not constitute a validation of the LEM simula-
tions because the DNS, being 2D, is itself a model rather than a quantitatively
accurate flow simulation. The relationship between the two methods is that
they both advance the spatially and temporally resolved diffusion and reaction
processes and both involve idealized (relative to 3D turbulence) representations
of advection, where the nature of the idealization is different in the two methods.
The consistency of the results obtained using the two methods suggests that the
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Figure 8: PDF of the diffusion to reaction budget term ratio for the H2 mass
fraction constrained to the peak heat release and a value of YH2 = 0.00033.
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salient features of the combustion regime considered here are insensitive to the
details of advection modeling.

The 1D strategy of LEM enables parametric studies including modification
of mixture inhomogeneity in a reasonable computational time. Despite the limi-
tations of being 1D only, it is especially this feature that allows the investigation
of turbulent Reynolds numbers regimes which are not accessible by 2D or 3D
DNS. The results presented in this work suggest that LEM is a potential can-
didate as a sub-model for CFD calculations of HCCI engines.
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