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Abstract

We estimate potential energy savings in IP-over-WDM neksachieved by switching off router
line cards in low-demand hours. We compare three approdchesact on dynamics in the IP traffic
over time, FUFL, DUFL and DubL. They provide different levels of freedom in adjusting tlo@ting
of lightpaths in the WDM layer and the routing of demands ia ifa layer. Using MILP models based
on three realistic network topologies as well as realistimdnds, power, and cost values, we show that
already a simple monitoring of the lightpath utilizationdrder to deactivate empty line cardsuff)
brings substantial benefits. The most significant savingaiekier, are achieved by rerouting traffic in
the IP layer (DuFL), which allows emptying and deactivating lightpaths tbgetwith the corresponding
line cards. A sophisticated reoptimization of the virtugalogies and the routing in the optical domain
for every demand scenario (IbL) yields nearly no additional profits in the considered neksoThese
results are independent of the ratio between the demandagadity granularities, the time scale and the
network topology, and show little dependency on the deméndtsire.

Keywords: network design, energy efficiency, power consumption, itayter, multi-hour, multi-period

1 Introduction

In the light of scarce resources and the rising demand faggrikere is a growing interest in solutions and
“green” strategies in different fields to reduce the powerstonption[42]. In this work, we focus on energy
efficiency in IP (Internet Protocol) over WDM (Wavelengthvidion Multiplexing) backbone networks.

Telecommunication networks are typically dimensionedandie an estimated worst-case traffic sce-
nario. The classical approach to network design hence assangiven single traffic matrix, see [7, 8,
23, 26, 32] and the references therein. This matrix can bmatgd, e.g., by using population statistics
[13] or by exploiting information from current traffic measments [8, 49]. To handle future changes in
the traffic volume and potential peaks in high demand hotesdemand values are very often (highly)
overestimated. This conservative approach leads to s@ititions supporting all potential traffic patterns
but results in overprovisioned networks and a waste of CAR&pital expenditures) as well as OPEX
(operational expenditures). There have been several pittsemthe literature to handle traffic uncertainty
already in the design process stemming from stochastichustaptimization [4, 25, 27, 31].

This work rather focuses on traffic engineering, given aicgily designed, capacitated multi-layer
network. Our aim is to dynamically adapt the routing and theber of active components to the traffic
patterns reducing OPEX, where energy is one of the key factibris a well-known fact that the power

*This research has been supported by the DFG research CentereldN, and by the European Commision within the FP7

4WARD and BONE projects.
A short version of this paper has been published in the priogs of the ONDM 2010 [20]
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Figure 1: IP-over-WDM network: optical cross-connecteimbnnected by fibers constitute the physical
topology, and IP routers interconnected by lightpaths titute the virtual topology

consumption of IP routers and line cards is almost indepanofethe load and may reach thousands of
kW [1, 9, 16]. We pose the question of how much energy can bedshy dynamically switching off idle
IP router line cards in low-demand hours. In this paper wanede and compare the potential energy
savings of three different approaches to make line caréshigireconfiguring the routing at the IP and/or
WDM layer. These approaches correspond to three diffeessts of freedom to dynamically change the
routing in the WDM and IP layers. They are presented in Se@itbgether with the used network model.

Although several papers have focused on power consumptisingle- and multi-layer networks (see
Section 3), our work is, to the best of our knowledge, the $itstly comparing the contribution of rerouting
at different layers to the energy savings. We systemafidallestigate the influence of traffic variability
on power consumption of dynamically reconfigurable netwauking realistic data on dynamic traffic,
network topologies, costs, and power of single network eleis As shown in Section 4, we use variations
of the same mixed integer linear program (MILP) to designaticbase network and to reconfigure the
network in every demand scenario such as to maximize the auailidle line cards. This approach allows
us to provide provable energy-optimal solutions or at lepger bounds on the potential savings. Section 5
describes the used data. The computational study in Se@tiemeals that allowing dynamic routing at
the IP layer depending on the traffic pattern contributesniiest to the energy savings. Reconfiguring
lightpaths in the WDM layer gives only little additional befit. Section 7 concludes our work.

2 Network model

We focus on IP-over-WDM networks, where the WDM layer offepsical by-pass technology, as depicted
in Fig. 1 (a). Nodes in the WDM layer, which represent optaalss-connects (OXCs), are interconnected
by links representing optical fibers. Each fiber carries up t¢/DM channels of capacit¢’ Gbps each.
OXCs may connect incoming WDM channels to outgoing onesu(asyy full wavelength conversion
capability), or terminate them in the corresponding nodéise IP layer. The IP layer is interconnected with
the WDM layer by colored router line cards (see Fig. 1 Fig)JL {which provide a direct interface between
IP and WDM by performing optical-electrical-optical (OE€@)nversion. IP routers can be equipped with
line cards of bandwidtl® Gbps. Lightpaths, which are concatenations of WDM chanteisinate in
the line cards. All parallel lightpaths between two IP rosterm a virtual link (of capacity corresponding
to the number of lightpaths between these routers) in thayerl The virtual links together with the IP
routers form a virtual topology. All IP routers are sourced destinations of aggregated backbone traffic,
which is converted into an optical signal by the line cardd dimectly fed into OXCs. We assume full
wavelength conversion capability, and leave the waveleagsignment and installation of converters to a
postprocessing step [21].

A lightpath between two particular line cards may be redligeuted) by different physical paths in
the WDM layer. Similarily, the IP traffic demands can be rauteer different virtual links. We allow
multi-path routing both in the IP layer (IP traffic can be spihd routed via multiple virtual paths) and
in the WDM layer (more than one lightpath may be establishettveen two IP routers using different
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Figure 2: Example of optimal virtual topologies (solid I§)eand IP routings (dashed lines). Granularity
of virtual link capacity isC' = 1 (two line cards). There are four peak demand®(= 1.3, AC = 2.1,
AD = 1.2, BC = 0.7), which decrease in the low-demand hodr = 0.6, AC' = 0.4, AD = 0.8,
BC = 0.6). We save, 6, and8 line cards with f/FL, DUFL, and DuDL, respectively.

physical paths).

A (CAPEX) cost-minimized static multi-layer network sesvas a starting point to our investigations.
Given demands with temporal and spatial dynamics, it isgihesl to accommodate all traffic without
changing the routing and hardware configuration. Based isnsthtic base network, we consider three
different approaches to decrease power consumption ingeational phase by switching off unused line
cards.

Fixed Upper Fixed Lower (FUFL): Both the routing of IP traffic in the upper virtual layer aridet
realization of lightpaths in the lower WDM layer are fixed oviene. Demands have to be routed as in
the static base network, using the same lightpaths withaheegercental splitting as in the base network.
Line cards of empty lightpaths can be switched off. Traffioc ba shifted only between parallel lightpaths
that correspond to the same physical path in the fiber network

Dynamic Upper Fixed Lower (DUFL): The virtual topology (including the realization of liglaihs)
is fixed as in BFL (Fixed Upper), but the routing of IP traffic can be changedr@mwic Upper). In every
demand scenario, we aim at routing the IP demands in thealitdpology in such a way that as many
lightpaths as possible are emptied, which allows to swifEthe corresponding line cards.

Dynamic Upper Dynamic Lower (DubL): Both the routing of the IP traffic in the virtual layer and
the realization of lightpaths in the physical layer can banged over time, with the only restriction that
the number of installed line cards at each IP router must e@Xceeded. The number of used line cards
has to be minimized by jointly optimizing the routing in tHe &nd WDM layer.

We do not consider the Fixed Upper Dynamic Lower approadicesihe IP routing would not be able
to react to changes of the virtual topology in this case.

Fig. 2 shows a simple example on how each of the approachesetagase the number of active line
cards in a low-demand hour. The physical fiber installatiod e hardware configurations at the nodes
from the base network are not touched. New line cards mudiamotstalled.

FUFL is the most restrictive option. It is the easiest to be redlin practice since it does not require
any optimization, but only monitoring of the lightpath i#dtion. Decisions on switching line cards on and
off can be taken locally. Its drawback is to rely on the rogtitefined by the base network, which can be
suboptimal especially in low-demand hours.

In contrast, WFL and DubL with the objective of minimizing lightpaths are NP-hard iogzation
problems, as they generalize the uncapacitated fixed cllavgeroblem [15, 29]. FL is a single-layer
network design problem which can be solved to optimality lre@sonable amount of time in practice, see
Section 6 and [7, 26]. DDL is a computational challenge since it involves optimizing toupled network
layers simultaneously, similar to designing the base netyeee [12, 14, 23, 24, 28].

Dynamics in the IP routing (DFL) may allow more line cards to be switched off, compareduselF; by
choosing a smart IP routing in each demand scenario, butjit@aal to instabilities of connection-oriented
protocols (e.g. due to overtaking of packets upon the chahtiee IP routing). Moreover, decisions about
the IP routing changes need to be forwarded to all involveders. Even more signaling is needed for
additional dynamics in the WDM layer (oL). It has to be ensured that no packets are lost in the recon-
figuration phase, when lightpaths are torn down. Genexhlizeltiprotocol Label Switching (GMPLS) is



a potential candidate for managing the paths. The recoumfiiguritself is non-trivial though since it re-
quires the use of OXCs to dynamically change virtual linkpigally realized by point-to-point connections
nowadays). The energy-efficient network design may havaflurence on resilience and QoS (Quality of
Service) in the network in terms of packet delay, jitter, kidoss as well as on network throughput, since
switching off line cards decreases capacity of the netwikreover, network devices being repeatedly
switched on and off may be more prone to failures. The detailedy of such operational issues as men-
tioned above is beyond the scope of this paper. We also daovitie an algorithm or protocol to actually
reconfigure the network when the demand changes. Indeedoti@f this paper is to compare the three
approaches from a conceptual perspective and to give am bppad on their energy-saving potential. In
this respect, the savings withubL serve as an upper bound for those withHD, which in turn serves as

a benchmark for the more restrictive/F_. In practice, a trade-off between potential energy savargs
the complexity of reconfiguration needs to be found on a giirea scale.

3 Related work

Although energy saving is quite a new subject in the wiretieéworking research, it has already been
addressed in quite a few papers since the pioneering workupyaand Singh [16]. We focus on routing
to save energy and divide the papers into three groups dejgead the dynamics of routing at different
network layers. In this literature review, we look at thers@.of the saving potential (what kind of network
elements can be switched off), the approach taken to deterttné energy savings (analytical, optimization
or simulation), the considered scenarios (topology, taffower and cost values) and the dynamics of the
network over time.

Dynamic routing in the optical layer The Power-Aware Routing and Wavelength Assignment (RWA)
problem is proposed by Wu et al. [46] and formulated as a MHEergy savings can be achieved by
switching off OXCs and optical amplifiers according to thpgeposed algorithms. A rough lower bound
is also presented. Investigations of bidirectional ringd generic meshes of up to 32 nodes without wave-
length conversion, and with a large number of fibers on eathdind of wavelengths per fiber compared
to the number of lightpaths (random requests with no deparyden time) revealed that smart routing of
lightpaths in the WDM layer may bring significant energy s@d against the shortest path routing and first
fit wavelength assignment. The authors assume that bothotverpf an amplifier and the power of an
OXC are equal to 1 kW (unreferenced).

Silvestri et al. [39] make use of traffic grooming and trarssitn optimization to reduce energy con-
sumption in the WDM layer. Traffic grooming shifts traffic frosome links to other ones in order to
switch empty ones off, and transmission optimization adjdsspersion management and pulse duration
which decreases the need for using in-line 3R regeneralaisng the simulative approach (OPNET SP
Guru Transport Planner), the authors consider a Europaasgort network (26 nodes and 46 links) with
and without OXCs, and scale a traffic matrix to mimic changiegrands. The power consumption of an
optical amplifier is estimated to 200-500 W and the power oRa&yenerator to 2-5 kW (unreferenced).
The results show that transmission optimization may ledddelimination of in-line 3R regenerators, and
that traffic grooming allows to switch off significant numlzgdinks.

Bathula et al. [5] leverage node clustering and anycastrrgtd obtain a trade-off between the energy
consumption and the average requests lost due to the sleles of nodes in the clusters. In order to allow
clusters to be switched to an OFF state, requests are distireset of nodes. If a destination cannot be
reached due to its intermediate node belonging to a clustan IOFF state, the next available destination
can be chosen under acceptable bit-error-rate (BER) arhpetion delay. The proposed algorithm is
applied to the NSF network (14 nodes and 21 links) with foustdrs, where call arrivals follow a Poisson
process. Total power is calculated using the energy permbiafcore wavelength routing node (WRN)
and an optical amplifier such as EDFA (approximately 10 nJGahahJ respectively) as well as the power
of a transmitter and a receiver (unreferenced). The autfiecsiss the simulation results in the light of a
trade-off between the average power consumed for eachseae average request blocking as functions
of load in Erlangs and number of clusters in an OFF state.

Dynamic routing in the electrical layer Electrical network components offer a high potential of en-
ergy savings due to their high energy consumption [19, 3], 33age of dynamic routing in the electrical



layer for energy saving was investigated in several papklany of the approaches therein share their
concept with DUFL.

Chabarek et al. [9] introduce power aware network desigereshower consumption is reduced by ad-
justing routing of flows, choosing appropriate chassis gfgEach node in terms of capacity and power, and
allocating appropriate number and type of line cards at ehahksis. The proposed MILP minimizes power
of all the chassis and line cards in the network. The authgppart their approach with measurements
of power consumption of routers (Cisco GSR 12008 and Cis€3)/5They point out that the power con-
sumed by the routers shows only little dependency on the (daiz rate, packet size, packet inter-arrival
times). Despite router chassis being the most power hurignyants of the router, its power consumption
is highly dependent on the number and type of installed lerel€ Using the power measurements and
the MILP the authors investigate power consumption of 3oaménd 4 Rocketfuel networks (7-21 nodes,
18-134 links) with traffic matrices generated accordindhdravity model. The traffic is scaled with sev-
eral factors in order to observe changes of power consumptidependence of the load. The dynamics
of traffic over time is not considered. After relaxing somasioaints, the authors find out that minimum
power consumption coincides with chassis that can accoratealarge number of line cards and line
card capacities that closely match demand.

Chiaraviglio et al. [10, 11] focus on power consumption ierarchical networks, where it is possible to
turn off nodes and links. They consider a single layer raufiroblem with time-varying demands, model
it with an MILP [11], and use numerous heuristics [10, 11] ¢dve it. A randomly generated network
topologies consisting of 10 core nodes, 30 edge nodes anddd@gation nodes are considered in [11],
and a network similar to the one of the largest ISPs in Italyststing of 8 core nodes, 52 backbone nodes,
52 metro nodes and 260 feeders is considered in [10]. A traffitix between the aggregation nodes [11]
an feeders [10] is randomly generated. In order to mimic sirachics of traffic over time, the traffic matrix
is scaled by a sinusoidal [10, 11] and the ISP’s profile [10m& intervals of 5 minutes over a day are
considered. The authors show that significant power can\ess&Vhile [11] reports on the percentages
of nodes and links that can be switched off, [10] assumes guwer values of amplifiers and router
interfaces (unreferenced).

Energy Profile Aware Routing (EPAR) introduced by Restrefpal.36] assumes the dependency be-
tween the energy consumption and the traffic load or traffautghput of a particular network component,
which is referred to as the Energy Profile. Energy can be say@thoosing components with appropriate
Energy Profiles. EPAR (formulated as a linear equation systesing five Energy Profiles for routers (en-
ergy consumption range 0 - 15 kWh under O - 3.2 Thps traffigeetvely) is evaluated on a Germany50
network (50 nodes, 88 links) under fully-meshed traffic (mdHer details about the traffic available, traffic
dynamics not considered). Shortest (least hop) path r@iginsed as a reference. Significant energy sav-
ings are shown. Cubic Energy Profiles turn out to be espgafficient. Convex profiles achieve higher
energy savings (against the shortest path routing) thaodheave ones due to multi-path routing making
use of low power consumption over broader load range.

Energy-Aware Traffic Engineering (EATe) introduced by \aaind Kosti€ [43, 44] is another approach
for energy saving. Changing routes aims not only at switgloiffi links and routers, but also at rate adap-
tation. The authors evaluate EATe on five Rocketfuel topel®@l9-115 nodes, 68-296 links) using ns-2
simulations [43], TRUMP traffic and given drop margin, whidétermine the number of links that EATe
tries to push to a lower energy level. Four uniformly digitéd energy operating rates with quadratic
energy savings between them are used and relative eneripgsare reported. It is shown that EATe
manages to completely remove traffic on up to 31% of the lidlkepénding on the number of alternative
paths for the traffic in the network), without a significantiiease of link utilizations. It is also possible to
put routers to sleep with little increase of link utilizat®y as well as make use of rate adaptation. Based
on link utilizations the authors predict that most of thediBATe will have negligible impact on latency.
Stability of EATe under traffic changes and handling of liakdres are also presented.

Puype et al. [33, 34] investigate multi-layer traffic engirieg with the objective of reducing the power
consumption in IP over optical networks. They assign higbeting costs to low-load logical links in
order to empty them after Pl rerouting. Empty logical linke eemoved from the actual logical topology
to save energy. Since routing of logical links is not consdewe classify this work as dynamic routing in
the electrical layer. Applying an algorithmic approach tbdanode network under a traffic pattern based
on a uniform distribution, the authors show significant posarings against a full-mesh logical topology.



Traffic characteristics cover diurnal traffic variationsff-loour traffic is equal to 0.25 of the peak traffic).

Authors investigate the case when logical topology updatesslower than the diurnal traffic variations
and the opposite one under the assumption that power ofrroiézfaces (line cards) depends on the
carried traffic. The authors discuss two ways to influencethver vs. bandwidth (load) curve, i.e. idle

power reduction (by e.g. matching line rates with trafficwak, or reducing clock rates) and the scaling
of equipment power requirements using newer CMOS techiyolBgth of them influence the results of

the considered traffic engineering approach. Normalizedepwalues against the maximum power are
reported.

Dynamic multi-layer routing The possibility to change the routing in both the IP layer &M
layer intuitively offers the greatest opportunities foeegy savings.

Extensive work on power efficient networks has been done &gthup of Prof. Tucker. [37] is espe-
cially relevant to our work. It tackles IP-over-WDM backlmtmansport networks with no OXC switching
capability. The authors formulate a MILP to minimize powensumption of the network in two lay-
ers (router ports, transponders, and Erbium-doped Fibeglifiers can be switched off) and propose two
heuristics for energy efficient IP-over-WDM networks (&t bypass” and "multi-hop bypass”). They
consider three networks: a test network with 6 nodes andi8,lithe NSFNET network with 15 nodes
and 21 links, and USNET with 24 nodes and 43 links. The hecsisire compared against the optimum
solution (for two smaller networks), "non-bypass” netwankd LP relaxed MILP (for all the networks).
In the "non-bypass” no IP router can be bypassed by a lightpahe relaxation of a MILP is achieved
by allowing all the integer variables to take real values.suksing static uniformly distributed random
traffic and realistic power values for the considered neltaiathe authors conclude that the IP routers con-
tribute the most to the power consumption of the network. ddeer, they point out that the power savings
achieved by the lightpath bypass strategy increase withéh&ork size, and that the power consumption
distribution across the network nodes has a large variardbé "non-bypass” case, as opposed to the "di-
rect bypass” and "multi-hop bypass”. Eventually the aush@ste that minimizing energy and minimizing
cost gives similar results in all the considered scenarios.

Yetginer and Rouskas [47] consider a two-layer architecwith each node equipped with an OXC
and a DXC. Routing of lightpaths over the physical layer (fend routing of traffic over the lightpaths
are taken as variables in the proposed ILP. Following theioyetoposed in [9], the authors of [47] define
the power consumption of the network as a weighted sum oftheber of lightpaths and total amount of
traffic electronically routed. Three objective functiorrgginate out of this metric: Minimum Number of
Active Router Ports (minL), Minimum Amount of ElectronitaSwitched Traffic (minT) and Minimum
Power Consumption (minP). A 6-node network with 8 links undadom traffic (uniform distribution
with varied maximum value) is studied. The power consunmptiba lightpath under no load (fixed power
consumption) is equal to 0.25 of the power consumption oflatfiath under full load (maximum power
consumption). The results indicate that minP uses only anfiene lightpaths than minL. The difference
between minP and minT in terms of electronically switchadfit vanishes as the network load is increased.
Traffic dynamics over time is not discussed.

A trade-off between energy efficiency and CAPEX minimizatis studied by Palkopoulou et al.
[30]. Two network architectures are considered: IP-ové»W(IPoWDM) and IP-over-optical-transport-
network-over-WDM (IPOOTNoWDM). Energy efficiency is opfired (the optimization model is not pre-
sented in the paper) in the Germany17 network under randaffict(uniform distribution with varied
maximum value, but no dynamics over time). Transport lirikufas and core router failures are taken into
account. Cost values taken from [17] and power values aguptd internal Nokia Siemens Networks es-
timations apply. Transponders, router port cards and EX€gaods contribute to the power consumption
with the dominating contribution of the IP equipment. Thesstigations show that although minimization
of CAPEX coincides with minimization of energy in terms ofypar consumption with changing load and
fixed network architecture, the most cost efficient architexis not always the least energy consuming one
under certain load. The optimal architecture in terms of@avonsumption is dependent on the inter-node
traffic demand. However, the relative power contributionliffierent network layers is independent of the
average inter-node traffic demand for both IPoWDM and IPoGWDM. A prediction on future power of
network equipment is also made.

Routing in IP and optical layers is also considered by Sheal.€B8]. The ILP proposed by the
authors has two objective functions, minimizing power ostoof the network. The same 6-node 8-link



network as in [30] is considered. It is fed with random traftiaiform distribution with varied maximum
value). The same values for power [9] and cost are applieith, tve only difference that each processed
traffic unit consumes additional power, but contributes ost€ though. The authors show that multi-layer
networks consume approximately 80% of the total power comsion of networks with no bypassing of
routers (referred to as IP networks). The authors also shatttie profit of diversified-volume lightpaths in
terms of network power-efficiency against nondiversifieflame lightpaths decreases with increasing load.
Eventually, the power-minimized network is shown to be mpogver-efficient than the cost-minimized
network due to penalty for traffic processing. Dynamics afftc over time is not taken into account.

Our contribution Various approaches to energy saving on different layere leeen proposed so
far in the literature. They all show that significant energyisgs can be achieved, however it has been
stressed in many papers that the presented MILPs are NR&ratdherefore small networks or heuristics
are considered. Moreover, random traffic data and unretetepower and cost values have been used in
some papers. Our work extends the work presented above ind¢l@nsider and compare several rerouting
strategies on different layers in the IP-over-WDM netwdfkkL, DUFL, DuDL). We evaluate the potential
energy savings using sophisticated mixed-integer progriagnmethods with time-varying traffic demands
obtained from measurements in realistic networks, usiaistee cost and power consumption values of
the network equipment. We cover different time-scales piemal- and spatial distribution of traffic, and
demand scalings. We find solutions, which are mostly optinhbreover, we have found no previous
work, which tackles BFL ([39] is the closest in the WDM layer).

4 Methodology and mathematical models

In the first step we design an IP-over-WDM network includingtallation of fibers and hardware. This
network serves as a basis for our investigations, and iSaeresl to bestatic It is independent of demand
fluctuations over time, all hardware equipment as well adRheuting and the realization of lightpaths
in the optical domain are fixed. The network is designed tmrrnodate all possible peak demands
in a given period of time simultaneously without any recomfagion. Among all possible topologies and
routings with this property, we aim at starting with a basevoek that is minimal with respect to equipment
cost. Given a base network, we then compare the three ag@m®atnimizing the number of active line
cards.

4.1 Design of a base network

Designing a cost-minimal multi-layer network that allovesrealize a given demand matrix is a highly
complex problem which is far from being solved yet, see fatance [12, 14, 23, 24, 28]. The problem
becomes even harder if multiple demand matrices are to b&idemed, leading to robust multi-layer net-
work design problems. To the best of our knowledge the onighystonsidering multi-layer networks and
robustness can be found in [6]. Most attempts to solve rabetstork dimensioning problems, however,
assume single-layer networks, see [4, 27, 40] and refesgheeein.

Given detailed traffic measurements, our approach is basedrestructing a single demand matrix that
refers to all peak demands over time. The base network isdineensioned with respect to this maximum
matrix which ensures that every single traffic scenario @rehlized. The base network can be considered
being cost-minimal among all networks that allow to route ¢bnstructed maximum matrix. Note that al-
though common in practice, this approach is potentiallgpaing overprovisioned networks. There might
be cheaper topologies that cannot accomodate the maxinafiinc thatrix but all single traffic scenarios
(with a static IP routing). It is also typically unlikely toakie all demands at their peak simultaneously.
For our study, however, this approach based on a maximizedxnis reasonable since our main goal
is to evaluate different energy saving principles rathantproviding the cheapest among all robust base
networks.

Let V be the set of all demand end-nodes andifgtbe the undirected demand value for each pair
of nodes(i,j) € V x V,i < j and each point in timé € T. We compute a maximum demand matrix
(d?}ax)(i,j)e&/xv by

max ,__ t
dij™ = maxd,, 1)



and calculate a minimum-cost IP-over-WDM network whichsSggs this maximum demand matrix.

Our model used to cost-optimally design the base networb#edo the one usedin [8, 22, 23, 28, 35].
We optimize both network layers at the same time in an integrstep. The model comprises all relevant
sources of installation cost both in the IP and the WDM layattensions of this model are later used to
evaluate the energy savings in different demand scenarios.

Parameters Assuming all network elements to be bidirectional, we matel optical layer by an
undirected physical supply netwok = (V, E) consisting of the location®” and the physical linkg?.
Every node € V can be equipped with an IP router out of the Fedf IP routers. Every routet € N has
a maximum switching capacity 6f" and a cost o&™. Every physical linke € £ can operate an arbitrary
number of fibers at cost® per fiber, each supporting wavelength channels. For simplicity and due to
the absence of realistic power data we do not consider diffesptical nodes to be available. Instead we
assume a preinstalled optical cross-connect (OXC) of teficépacity at every network node. The model
(2) can be easily extended by a physical node model thougio. #dte that we include some cost for OXCs
in the cost for fibers, see Section 5.

For every node paifi,j) € V x V,i < j, the setP ;) denotes all admissible routing pathséGh
between nodesand;j, which can be used to realize lightpaths. IE2be the union of all these paths and
P; the set of all paths ending at notleEvery pathp € P can be equipped with multiples of the bandwidth
C. Each of these bandwidth units on a pathp incurs the costy of two line cards at the end-nodesof
and consumes one wavelength channel in the physical netwoekery physical link of the path.

Demands and commodities-rom the matrixi™**, we construct commoditigs € K by aggregating
demands at a common source node. This modeling trick [7]aegithe number of commodities from
O(|V[*) to O(|V|) and leads to commodities with one source and several taogitsn A net demand
valued! is associated with every commodity € K and every nodé € V such that}", ., d¥ = 0.

It specifies the net demand starting if > 0) or ending (ifd¥ < 0) at nodei. The demand value
of a commodity, i.e. the demand value emanating from the comsource of its demands, is given by
di := ZkeK|df|-

Variables The flow variables, Z’;, j"z € R, describe the flow for commodity on the virtual link
betweeni and j in both directions. These variables aggregate the IP traffiall lightpaths with end-
nodesi andj. Notice that these flow variables are defined between painsaés at the virtual layer and
not on individual lightpaths. This is possible because ttteal physical representation of a virtual link
does not matter for the IP routing. Only the total capacitypeen any two nodes is of interest for an
IP demand in our model. The distribution of virtual link flor the chosen physical representations and
also the disaggregation of commodities to individual dedsaran be done in a post-processing step, as
explained below and in [28, 35]. This significantly redudes $ize of the model compared to considering
flow variables on individual physical representations.iaalesy, € Z, count the number of lightpaths
realized orp € P. Similarly,y. € Z. denotes the number of fibers installed on physical éirk £. The
binary variabler] € {0, 1} states whether or not routeris installed at node € V.

Model The problem of minimizing the cost for a feasible networkfiguration and routing satisfying
the demand matri®™** can be formulated as the MILP (2). Equations (2a) are the flmvgervation con-
straints for every node and commodity, formulated on thepete virtual laye” x V. Inequalities (2b)
choose a subset of paths between the nodesl; and install enough capacity to accommodate all the vir-
tual link flow corresponding téi, j). The virtual node capacity constraints (2¢c) make sure Heatapacity
of a node suffices to switch all the incoming traffic, incluglithe emanating demand. Constraints (2d)
select one router configuration at every node. Eventuéiléyphysical link capacity constraints (2e) make



sure that the number of available wavelengths on a fiber isxe#eded.
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The flow for commodities: € K on virtual link (¢, j) € V x V has to be disaggregated in two
steps in postprocessing. First, we have to disaggregafotiiérom the virtual links(¢, j) to all physical
representations € P with end-nodesg and; (in both directions). By (2b) this can be done respecting
the installed capacitieSy, for p € F; ;. Let fz’j denote the flow on path for commodityk € K. Ina
second step, the commodity floﬁf has to be disaggregated to a flow for every individual papdint
demand, j) € V xV, wherei corresponds to the source of commoditgnd; to one of its targets. Since
commodities have been aggregated from demands at commuoreswmdes, this can be done in a greedy

manner, see e.g. [7]. We denoteﬁg/’j) the flow for demands, j) with valued;;** on pathp.

4.2 Evaluation of different demand scenarios

In the following, we explain how we adapt model (2) to evadutite possible energy savings fou#t,
DuFL and DubL under dynamically changing demands.

FuFL Consider a demand between nodemnd j with base valuel;**. In each low-demand hour
t € T where this demand has valdg, we reduce the flow on each end-to-end path for this demaniiby t
factordﬁj/d?;ax € [0, 1] and reduce the capacity on the path accordingly. As all flewshis demand are
scaled by the same factor, the relative share of traffic oh eased path remains the same as before.

To state it more precisely, consider a pathsed to route demangf;**. In scenaria € 7', we reduce
the flow from fpi’j) to
0 elig)  at
f;z DT .= fzgl 7). df; ) die.

ij

D DI

(i,)) €V XV

Let

be the total flow on path after reducing the flow for all demands. Then the capacityhan path can be
reduced frony, to
. 5
w =]

Remember that variables count the number of lightpath gne P. Hence this procedure corresponds
to shifting traffic between parallel lightpaths, that igjhfpaths with the same realizatipne P. No
optimization is needed. From a practical perspective arradtive FUFL principle might be of interest.
Traffic could be shifted between all pathsc P having the same end-nodés j) ignoring physical
representations. This could reduce the number of activegaghs even more and completely relies on
information available at the IP-layer. For the ease of eljpmswe neglect to study thisL variant here.



DuFL For everyt € T, we compute a new IP routing by using a variant of the model {2 fix
the physical network and the IP routers by fixing the varialgleandz} to their values from the static
base network. The virtual link capacity variabjgscan be reduced compared to the base network, but not
augmented. This is ensured by adding the constigint yg‘”e to (2) forallp € P, Whereygase is the
capacity of virtual linkp in the base network. The IP flow can be rerouted without arthéurestrictions
such as to minimize the number of active line cards. Henceargg optimal routing for every time period
t € T can be computed by fixing and bounding variablgs:}” andy, in (2) as described above, using the
demand matrix® instead of?™#*, and changing the objective function to minimize the nunifeactive
lightpaths) . p yp.

DubL With DubL, we are allowed to change the IP routing as well as the vithpdlogy including
physical representation of the lightpaths. But we cannstaihnew line cards at IP routers. Similarly
to DUFL, we use a variant of model (2) to compute an energy-efficietwork in each demand scenario
t € T. Again we fix the variableg. (physical network) and:? (IP routers) to the values of the base
network, and minimize the number of line cards. In contraghe previous case, augmentation of virtual
link capacity variableg,, is allowed in addition to changing the flow variables. In ardet to exceed the
number of line cards installed at each node in the base nlefweradd the constraints

D

pEP; pEP;

for every node € V. We then minimize the number of used line cards for every dehsaenario using
the same objective as forurL.

5 Data

We have made an effort to use as realistic data (network ogjpes, traffic demands, costs, and power) as
possible. We have performed an extensive search for powsss/in the literature and product data sheets
[19]. We have used the detailed hardware and cost model fantPWDM equipment from [17], which
has been developed by equipment vendors and network opevéthin the European NBEL project [3].
Traffic data originates from measurements and determin@grietopologies, as reported further on in
this section.

Cost and power of network elementdn the following we briefly describe the network elements we
used to design the IP-over-WDM architecture (see Fig. 1{®Yery network node can be equipped with
one out of nine different IP routers accommodating 16—208 ¢iards with a capacity of 640-8320 Ghps.
Routers with a capacity of more than 640 Gbps are multi-éhassfigurations. We considered a 40 Gbps
colored line card interface that connects the IP router WM system. To estimate the cost of this
interface following [17], we combined a 40 Gbps IP routet skrd, a 4x10 GE LR port card, and a 4x10G
ELH muxponder. The power was evaluated by combining a Cigoort10-GE Tunable WDMPHY PLIM
and a Modular Services Card which together consume 500 W9[1, 1

We assume an 80-channel optical system. Following [17],pical fiber installed on a physical link
is composed of optical line amplifiers (OLA), dynamic gairuatizers (DGE), dispersion-compensating
fibers (DCF), and WDM multiplexers. The corresponding tatadt of the fiber depends on the length of
the physical link. As in [17] we assume an OXC to be composetdayklength-selective switches (WSS),
which results in a fixed cost and a cost that linearly scaléis mimber of connected fibers. We may hence
map the latter to the cost of fibers.

Network topologies We used three network topologies as depicted in Fig. 3. Then&ebackbone
network Germany17 with 17 nodes and 26 links (Fig. 3 (a) aljdhds been defined as a reference network
in the NOBEL project [3]. The Abilene network (12 nodes and 15 links, Bigd)) is an American network
commonly used in the research community [48]. The biggestoré& we investigated (22 nodes and
36 links) is the pan-European research network Géant,itoanects European National Research and
Education Networks (NREN) [41]. We treated two German naae®ne due to location problems in
contrast to the original data [41].

Considering each single network we precalculated thé’get of the 50 shortest paths for potential
lightpaths for every node paiii, 7). The length of a physical link was computed by using the sphkr
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Figure 3: Potential physical topology, and source traff&tribution. The size of a node represents its
emanating demand. The DFN demands (a) are Frankfurt-tigettén contrast to the DWG demands (b).
Notice that the New York node is omitted in the Géant figuie (d

distance of its end-nodes. The paths were limited in totadtle (sum of the physical link length) to
3000 km. Longer paths are rejected. There are three phyisikalin the Géant network with a real length
greater than 3000km (Israel to Netherlands, New York to Aaisind New York to the UK). We set these
links to a length of exactly 3000km. There is thus only thedipath possible between these nodes. This
way we implicitely assume to provide the necessary regéoraran these three links at no cost.

Traffic demands The choice of the network topologies presented above waatéitby the limited
availability of the traffic measurements data. To vary th®raetween demands and the capacity granular-
ity, we scaled all demands by the same factor such that thegygg d;;** of all demands in the maximum
demand matrix was 1 Thps, 3 Thps or 5 Tbps. We refer to thesevalk thenaximum total demanevhile
the valuey_, d; denotes théotal demandat timet € 7.

One set of dynamic demands (for Germany17) was taken fronsune@ents in the year 2005 in the
national research backbone network operated by the GerrR&dh\Rrein [2], see Fig. 4 (a), Fig. 5 (a),
and Fig. 5 (b). The original DFN data consists of the total-eménd traffic in Byte every 5 minutes over
the day 2005-02-15, every day of February 2005, and everythhmmrer the year 2005. According to our
partners at DFN-Verein, the traffic patterns in these periedre rather representative. We aggregated the
5-minute traffic matrices to 15-minute traffic matrices bkitg the maximum value for each demand over
the whole aggregation interval (in contrast to [20]). Ewetiiy all matrices were mapped from the original
DFN locations to the Germany17 network according to the lesiadjeographical distances.

A different set of traffic matrices was used for the Abilenéwaek. It originates from the Abilene
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Figure 4: Total demand over a day in Tbps for the scenarids WR/5 Thps maximum total demand. The
traffic shows different levels of dynamics. The Germany)7 (@ and Géant demand (d) shows a typical
day/night pattern with more short-range dynamics for Gewyi@. The Abilene demand (c) is quite flat
over the day.

Observatory [45] and is available under [48]. The originatadof 5-minute time granularity has been
aggregated to similar time intervals as for the DFN measargsi(the whole year could not be covered
due to data unavailability - we considered time interval efeeks between 2004-05-01 and 2004-07-24
instead). The traffic with 15-minute intervals over 2005@®is shown in Fig. 4 (c).

Another set of traffic matrices is available for the Géarttvoek [41] It was collected using Netflow
statistics and BGP Routing Information Base (RIB). We wdikid to acknowledge Steve Uhlig for grant-
ing us access to nonanonymized data. We keep the dates oémirements and absolute demand values
anonymized for the Géant traffic matrices. Please notetligatotal demand values 1 Thbps, 3 Tbps and
5 Thps are scaled values. We do not report the scaling faictang work. We considered traffic matrices
with the original time granularity of 15 minutes over a dayg(F (d)), and time intervals of a day over a
month.

The traffic values for all networks have been converted to $om scaled. To get undirected demands
between nodesand;j we considered the maximum of the two corresponding diredésdands.

As shown in Fig. 3 (a), the DFN matrices have a centralizactire with a large demand emanating
from Frankfurt, which is a large entry point for cross-atiartraffic, see [8]. They also exhibit temporal
peaks caused by single academic institutions sending &rgrints of traffic to another institution or to
an international backbone. Therefore we also evaluateérleegy savings in Germany17 with demand
matrices generated using the Dwivedi-Wagner (DWG) mod8] flased on population statistics. The
resulting demands are much less centralized. Fig. 3 higtslidne differences between the DFN and DWG
demands; the area of each node is proportional to its enmgr@eimand. This model distinguishes between
data, voice, and video traffic and computes demand valuasbattwo cities according to their distance
and their number of inhabitants, employees, or househ@psmtling on the traffic class. From the single
demand matrixb;;); j)ev v obtained from the DWG model, we have generated demand resfioc all
time periods by applying the relative demand changes in i Dieasurements to the computed DWG
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Figure 5: Total demand over time in Thps for the scenario ®iftbps maximum total demand, every day
of February 2005, and every month of 2004. The DWG matricesvshe expected behavior over time
with peaks during the week, low traffic on weekends (a), an@jhatyy rising demand over the year (b). In

contrast, the DFN measurements exhibit peaks caused Hg siammands.

matrix as follows. Given the DFN deman(ig;) over time, the maximum DFN deman(ig**), and the
single DWG matrix(b;; ), we calculate dynamic DWG demanlq§ in the following way:

bij = bij . dij/dz}ax .

The time-dependent scaling factdjr / ;5 takes values in the intervil, 1] normalizing the maximum
DFN demand for everyi, j). It hence rules out the domination effects caused by singeashds in the
measurements. Fig. 5 illustrates this effect for the dailgltdemand values over a month (a), and monthly

total demand values over a year (b). The topologies anddiddtia are summarized in Table 1.

6 Results

This section describes our computational results on tha pliesented in the previous section. We first
explain the essence of our results using the Germany17 rictwmal the 96 DFN traffic matrices given for
every 15 minutes of 24 hours, and discuss these results @il.défterwards, we illustrate that most of
these results are invariant against changes of

¢ the ratio between demand values and the capacity grayu{demands scaled to 1, 3 and 5 Thps
maximum total demand),

¢ the time scale of the demands (every 15 minutes over one dasy day over a month, and every
month over a year),

e the network (Germanyl17, Abilene, and Géant), and

Table 1: Network topologies and traffic
Network  Nodes Links Time granularity Reference

Abilene 12 15 every 15 min. of 2005-08-05, every day of 2064 €¥- [48]
ery two weeks between 2004-5-01 and 2004-07-24
Géant 22 36  every 15 min. over a day, every day over a month ] [41

Germanyl17 17 26 every 15 min. of 2005-02-15, every day of 2005 [3]
02, every month of 2004 using DFN-measurements and
Dwivedi-Wagner model
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Figure 6: The figures show the power consumption in kilowétth the three strategies on the Germany17
network, DFN traffic, 1/3/5 Thps, every 15 minutes on Fehbydds, 2005. The difference betweenf
and DuFL is much larger than the additional benefit ofDL. Note that the y-axes are not identical.

e the structure and spatial distribution of the demand m&bEN measurements or Dwiwedi-Wagner
model using population statistics).

while we report on some influence of the regional distributad traffic (measurements vs. population
statistics) on the success obF.. All occurring MILPs have been solved usingpEx 12.1 [18] as a
black-box solver with a time-limit of one hour on a 64-bitéh8.00 GHz CPU with 8 GB main memory.

6.1 Results for the Germany17 network with DFN matrices oveone day.

We could compute an energy-minimal solution within secamdsiinutes for most of the DFL scenarios
on the Germany17 network with the 15-minute DFN matricesafatay. For only a few instances we
hit the time-limit with an optimality gap (relative diffenee between the number of line cards in the best
solution and a mathematically proven lower bound to this bemnbelow 5%. The optimization problem
corresponding to DDL is harder to solve. All DL runs hit the time-limit with optimality gaps of 11%—
30% (1 Tbps), 6%—25% (3 Tbps), and 3%-15% (5 Thps). A highletive optimality gap for DL
can be observed for the 1 Thps maximum total demand than f@pS.TThis is the usual behavior when
changing the ratio between the demand values and the cagaaitularities. All comparisons of the three
strategies are made against the lower bound on the numbieeafdrds in use, which corresponds to an
upper bound on the maximum possible energy savings in theidered scenario. Note that there no dual
bounds for EIFL since no optimization is performed with this approach. Horost all DUFL runs dual
bounds and solution values are identical which refers toggngptimal solutions. Whenever reporting on
power values we consider the total power consumptions afcéilte line-cards assuming a value of 500 W
for every single line card as explained in Section 5.

Figures Fig. 6(a)-Fig. 6(c) illustrate the optimal powensomptions obtained withU#L as well as
the power consumptions and dual bounds farDand DupL for each of the three demand scalings.
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All the proposed approaches make use of the dynamics ofcteifil follow the total demand curve
(compare with Fig. 4(a)). The energy savings achieved witltriDand DupL are nearly identical and
much larger than with GFL. In other words, additional possibility of reconfigurationthe virtual layer
by DUFL saves much energy compared toFE. In contrast, reconfiguring the virtual topology in the
physical layer (lubL) does not give much additional profit. In the 5 Thps scendmoDUFL and DubL
curves nearly coincide. The lower bound fouDL proves that only a small amount of energy can be saved
compared to DFL. There seems to be more tolerance in the 1 Thps scenariaslicetbe we cannot verify
whether our DL solutions are optimal or whether there exist solutionsesids the lower bound. The
constant periods of power consumption in Fig. 6(a) are dubdaninimal number of line cards that are
needed to maintain IP connectivity.

More precisely, in the 1 Thps scenario, the line cards of gt&ark consume 0.89/0.75/0.50/0.38 MWh
over the day for BaselFL/DUFL/DUDL, respectively. The corresponding values for 3 Thps and SThp
are 2.11/1.52/0.94/0.82 MWh and 3.29/2.15/1.36/1.28 M\Nbtice that these values correspond to the
power consumption of a single day. Accumulating these watwer a year (multiplying by 365) results in
an energy consumption of 1201/785/496/467 MWh over the iyelie 5 Tbps scenario, which is verified
by our calculations using matrices for every month over a.yea

Although we focus on the comparison of thert, DUFL and DubL approaches, it may be interesting
from the practical perspective to evaluate the energy gavagainst the static base network. We observe
that that already the easy-to-realizedt saves substantial energy compared to our base networke In th
3 Thps scenario GFL reduces the power of the active line cards in low-demandioyiup to 38% at 05:30
am (72% for DuFL and 77% for uDL). Even in a high-load scenario the savings are significarfia(1
39%, and 44% for BFL, DUFL and DubL at 02:45 pm, respectively). One should not overestimate the
total energy savings compared to the static base netwarde # may be overprovisioned (peak demands
typically do not occur simultaneously).

Considering the power consumption at 05:30 am and 02:45 perftaximum total demand of 3 Thps,
25% of power for RIFL, 55% for DUFL, and 59% for uDL can be saved in the early morning compared
to the peak hour.

Fig. 7 shows the virtual topologies corresponding to the lm&swork (a) and the considered approaches
((b) FUFL, (c) DUFL, (d) DupL) for a low-demand hour in the 5 Thps scenario (at 05:30 amF&geb).
Although FUFL allows to reduce the link capacity (number of active linedsdy the virtual topology re-
mains nearly the same because existing virtual links halse toaintained even for small amount of traffic.
In contrast, the virtual topology changes significantlyhiturL and DubL. Moreover, lightpaths in DFL
and DupL are highly utilized, as opposed twFL, see Fig. 8. Remember thauBL may only use virtual
links that exist in the base network in contrast to® which may set up new lightpaths (e.g. Hannover—
Norden). Nevertheless the virtual topologies aff and DubL are very close to each other with a similar
number of active line cards.

To understand the relatively poor outcome o , one has to consider two extreme scenarios. If
the demand in the network is very large, the virtual topologthe base network is close to a full mesh
(see Fig. 7(a)). Since IFL may use any virtual link from the base network, therD solution is (close to)
optimal and DL cannot benefit from choosing lightpaths inactive in the betevork. If, on the other
hand, the demands are very small, the optimal virtual tapolaf the base network will be a tree. Both
DurL and DupL will find a tree network. These trees might differ, but thew tise same number of line
cards. Hence againidL cannot benefit compared toubL. For the success of L it is also crucial that
we allow flow splitting in the virtual domain, which letsU®L fill up the established lightpaths to a high
extent. This is illustrated in Fig. 8(a) and Fig. 8(b).

6.2 \Varying input parameters.

To make sure that the observed results do not depend on spssfimptions on the network or the input
data, we have varied several parameters:

We evaluated the performance aft., DuFL, and DupDL for all possible parameter combinations of
the network, the time scale, and the demand scalings. Siecattserved results were basically consistent
over all these scenarios, we show an example diagram forafable variations. For the purpose of this
subsection, we consider the DFN 15min-measurements ovay aahled to 3 Thps on the Germany17
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Figure 7: Virtual topologies of the base network and of thenpated solutions with BFL, DuUFL, and
DubL at 05:30 am for the Germany17 network with DFN measurememagjmum total demand 5 Tbps.
The color of a link corresponds to the load (high utilizat{oed) to low utilization (green)). The width of
a link refers to its capacity. The size of a node represesmitnitanating demand.

network as the reference scenario, which is illustrateddn@{b). In the previous section, we have already
shown that our results are basically invariant againsatians of the ratio between demand and capacity
granularities, compare Fig. 6(a), Fig. 6(b) and Fig. 6(c).

Varying the time scale Secondly, we varied the time scale, which changed the sireicif the demand
variations over time. For the DFN measurements on the Gerhrametwork, we not only considered the
15-minute demand matrices over a day, but also aggregatasimenents for every day over a month, and
for every month over a year, as explained in detail in SedioRig. 9 shows the power consumption over
time with FUFL, DuUFL, and DubpL for the latter two time scales on the Germany17 network wiEND
demands. One can see thati and DUDL are very close to each other and can save much more energy
than FUFL also on these time scales.

Varying the network  Thirdly, we varied the network topology by using the traffieasurements on the
Géant and Abilene networks described in Section 5. Fig.htvs the power consumption curves over
time for these two networks. Again, the difference betwédenthree approaches is similar to the results
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Figure 9: The results are independent of the time scale. §hesfs show the power consumption over time
with FUFL, DUFL, and DubL on the Germany17 network, DFN traffic, 3 Thps, for a month ayea.
The meaning of the curves is the same as in the 15-minute ficigré(b).

observed on the other networks. Notice that on the Abilertear, all obtained network topologies are
optimal.

Varying the demand pattern Eventually, we varied the structure of the demands by usemahds
generated with the Dwiwedi-Wagner (DWG) model instead ef N measurements. Fig. 11 shows the
power consumption over time with the DWG demands on the Geyfanetwork. It turns out that the
essential result does not change: The benefit oFiIDcompared to BFL is very large, and DFL and
DubL differ only marginally. The plotted dual bounds show that tietwork topologies obtained in each
time slot are close to be optimal. In other words, we proved this effect is due to structural differences
of the considered rerouting concepts and not the result efiastic solution procedure.

On the other hand, it can be seen that the energy reductioparaah to the base network using the
FUFL approach is marginal, which is in contrast to the resultgfierDFN-demands (compare Fig. 6(b)
with Fig. 11). Recall that the DFN-traffic is very centralizevith a large concentration of demand in
Frankfurt, while the DWG-demands are more evenly distedycompare Fig. 3(a) with Fig. 3(b)). This
has mainly two consequences. First, the line-cards are mamely distributed among the nodes in the
3 Thps DWG solution with a minimum of 2 line cards (Norden) anchaximum number of 15 line cards
(Frankfurt, Leipzig, and Muenchen) compared to a minimumh @r@ximum of 1 (Norden and Ulm) and
32 (Frankfurt) in the 3 Tbps DFN base network solution. Ancbselly, the number of used physical paths
is larger in the DWG solution compared to the DFN solutiorhvigwer parallel lightpaths. In the DWG
base network 87 physical paths are in use with a maximum nuail2dightpaths using the same physical
path. The DFN solution uses a total of 50 paths with a maximtifiahannels on the same path. Note
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that total number of channels is almost the same in both siosn@8 for DFN and 89 for DWG) because
the sum of all demands is identical (3 Thps). Sine&E as explained in Section 4, may switch off line
cards only in the presence of parallel channels, energy ehrstightly be reduced with DWG demands.
Here the spacial distribution of the traffic influences the@att of RUFL approach on energy saving. In
contrast, we do not observe a difference fardD and DuDL.

7 Conclusions

Our study has shown that a significant amount of energy carabedsby switching off line cards in
low-demand hours with any of the considered reconfigurasiomtegies BFL, DUFL and DubL. The
formulated MILP allowed us to provide high quality solutfotogether with upper bounds on the maxi-
mum possible energy savings in the corresponding mulé+laptimization problems. We used realistic
topologies, traffic data, cost and power values.

Our main result is that rerouting demands in the IP layewgD contributes the most to the energy
savings. Allowing additional reconfiguration in the optidamain (DubL) barely brings any extra benefit
in the considered scenarios. Our extensive computatidady strongly suggests that these results are
independent of the ratio between the demand and capacitylgrities, the demand structure, the time
scale, and the network topology. Already a simple monitpadhthe traffic and downscaling the line card
use accordingly (BFL), may bring substantial savings in energy cost. We obsehagtdhe impact of this
latter simple strategy depends on the regional distributibthe demand. With the same total traffic and
the same dynamics over time, less energy can be saved wfthtraving (non-realistic) evenly distributed
demands.

Traffic engineering and reconfiguring the IP routing is nosedpart of the daily business of network
operators. Our work indicates that energy aspects shoutdisdered in the operational phase helping to
save OPEX. It should also motivate equipment vendors toigeavetwork elements with convenient and
fast functionality to be switched on and off.

We focused on a very small subset of energy-consuming nkteepripment in telecommunication net-
works. We considered only backbone topologies neglectiaggorand access networks as well as equip-
ment of end-users. We also restricted our attention to thgetent for network links. Assuming a power
consumption of 3 kW for a single shelf without cards, the ad&®d line cards are responsible for only
roughly 25% (5 Tbps scenario) of the energy consumed by IRereuHowever, we showed that the en-
ergy saved only by using flexible line card equipment and onte backbone already amounts to almost
800 MWh over a year.

Finally we remark that we see some potential also in redutiagnergy consumption of node equip-
ment. Router chassis of smaller capacities may be used dythamics of IP traffic allow to switch off
many active line cards at a certain node. Obviously, ISPsatadynamically exchange the IP router equip-
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Figure 11: Power consumption over time witb#, DUFL, and DuDL on the Germany17 network, DWG
demands, 3 Thps, 15 minutes over one day. The results alhagidependent of the demand structure.
But FUFL fails to reduce the number of active line cards.

ment they installed. But in the context of multi-chassisfurations it might be possible to switch off at
least single elements of IP routers (single shelves, sloiscatc.).
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