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1. Introduction 

By definition, a homoclinic orbit z*(t) of a flow 

z = F(z) , z e IRm+n (1.1) 

tends to the same equilibrium, say z = 0, F(0) = 0, for both t —• ±oo. Homo-
clinic orbits are a key phenomenon for understanding more complicated dynamics, 
including chaotic motions; see e.g. [GUCKENHEIMER & HOLMES 1, SPARROW]. 

For typical vector fields F, however, homoclinic orbits do not exist. The reason is 
the following. Suppose z = 0 is a hyperbolic equilibrium, i.e. the eigenvalues of 
F'(0) stay away from the imaginary axis. Then the m-dimensional stable manifold 
Ws of z = 0 consists of all those z0 = z(0) for which 

limz*(<) = 0 , 

see e.g. [CHOW & HALE]. Likewise, the n-dimensional unstable manifold Wu is 
associated to 

lim z*lt) = 0. 
«-+-00 V ' 

By definition, Wu and Ws intersect nontrivially (i.e. at some point 
p = z*(0) ̂  0) if z"(t) is a homoclinic orbit. Note that Wu and W then inter
sect all along the orbit z*(t). In particular, the tangent spaces TPW" and TpW

u 

intersect nontrivially, 

z(t) € TpW
a n TPWU at t = 0 . (1.2) 

In other words: Wu and W" intersect nontransversely at p; and 

codim (TpW
a + TpW

u) = 1 (1.3) 

or, even worse, > 1. Perturbing the vector field F slightly, we can therefore push 
Wu slightly in the direction of that remaining codimension, keeping Wa fixed. 
Then Wu and W" do not intersect anymore, locally, and the homoclinic orbit 
has disappeared. A precise statement of this idea is the Kupka-Smale theorem 
[KUPKA, SMALE]. This theorem asserts that for generic F £ C°°, stable and 
unstable manifolds intersect transversely, if they intersect at all. By (1.3), this 
excludes the possibility of homoclinic orbits. The word "generic" indicates that 
the theorem may fail (and it does!) only for a subset of F G C°°, which is of the 
first Baire category in the weak Whitney topology. In particular, the assertion 
of the Kupka-Smale theorem holds for a dense set of F. See e.g. [ABRAHAM 
& ROBBIN] for more details. Note that this situation contrasts markedly with 
the case of discrete time flows viz. of iterating diffeomorphisms, where transverse 
homoclinic points can occur — leading to Smale horseshoes and shift dynamics; 
see e.g. [MOSER]. 
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We have seen above, heuristically, how homoclinic orbits are a codimension 1 phe
nomenon in the space of vector fields. Therefore, we now consider C°° parametrized 
vector fields. 

i = F (a , z) , z e IRm+n ( l . l a ) 

with parameter a. Below, we will consider parameters a = (c*i, 02) G IR2. But for 
the moment, let us discuss the case a G IR. By the above reasoning, homoclinic 
orbits will typically, i.e. generically, occur for isolated parameter values, say at 
a = 0. What happens for small a ^ O ? One possible scenario is the following. 
For a < 0 we see a periodic orbit za(t) of minimal period Ta. For a /*0, some 
part of the periodic orbits approaches the equilibrium z = 0, e.g. 

lim zJO) = 0 , 
ar/*0 

while the remaining points approach the closure of the homoclinic orbit of 

z = F(0, z) . 

Simultaneously, the minimal periods Ta tend to infinity. For a > 0, both the 
periodic orbits and the homoclinic orbit just disappear. This was termed a "blue 
sky catastrophe" in [ABRAHAM & MARSDEN]. For z G |Rm+n = |R2, and under 
certain additional assumptions also for m + n > 2, SHILNIKOV has shown that this 
description holds true for generic one parameter families F. This work dates back 
to 1962; see e.g. the survey [SHILNIKOV 5] (1968). 

From now on we consider generic two parameter vector fields 

F(a,-), a = (ai,a2) 6 IR2 . 

Since homoclinic orbits are codimension one objects, we expect them to occur along 
one-dimensional curves a = a(r) in two parameter space a G IR . This point of 
view makes homoclinic orbits amenable to a pathfollowing approach. We may now 
follow curves of homoclinic orbits rather than hitting them "catastrophically", out 
of the blue. 

The following illustrative example goes back to [ARNOLD, BoGDANOV 1-2] (1972, 
1976) and to [TAKENS] (1974): 

zi = *2 ( 1 4 ) 

z2 = ai + a22i + z\ + °z\zi 1 

where a = ± 1 . In figure 1.1 we show the local bifurcation diagram of system (1.4). 
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Hopf 

Figure 1.1: A i?-point 

To the left of the fold line, two equilibria co-exist. Crossing the fold to the right, 
they merge and disappear. Crossing the Hopf line, one of the two equilibria under
goes a Hopf bifurcation, giving rise to periodic orbits when we decrease a\. The 
periodic orbits terminate by a blue sky catastrophe at homoclinic orbits, which 
occur along a one-dimensional curve of parameters a. Following that homoclinic 
curve towards a — 0, the homoclinic orbits shrink down to the equilibrium z = 0. 
More generally, figure 1.4 describes the generic local bifurcation diagram associ
ated to an equilibrium (ao, z0) of (1.10) where DzF(ao, z0) has an algebraically 
double eigenvalue 0. These results are due to [ARNOLD, BOGDANOV 1-2], (1972, 
1976). 

The term 5-point was used in [FIEDLER 2] for equilibria like (a0, zQ). An index 
for £?-points seemed to indicate a possibility for some global pathfollowing results 
on homoclinic orbits, cf. [FIEDLER 2, p.74]. Indeed, J3-points give rise to branches 
of homoclinic orbits in generic two parameter flows just as Hopf bifurcations give 
rise to branches of periodic orbits in generic one parameter flows. It is then a 
necessary first step, towards global results on homoclinic orbits, to understand 
local bifurcations which a branch of homoclinic orbits can undergo on its way. We 
will resume this aspect at the end of the discussion in section 7. 
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We now specify two such bifurcations: the resonant side-switching and the resonant 
homoclinic doubling (see Theorem A and Theorem B below). We fix some notations 
and some assumptions. First of all, we assume 

F : IR2 xlRm+n -+ IRm+n 

(a, z) -+ F(a, z) 

is a generic CM+S vector field with 

two parameters a = (QI, a2) 6 IR2 , 2 < M < oo . 

As before, genericity means that our results will hold for a residual subset of 
CM + 5 |R2 x IRm+n, IRm+n) in the weak Whitney topology of Cfc-convergence, i.e., 
uniformly for compact sets and bounded sets of k < M -f 5. 

Our second assumption concerns the existence of a homoclinic orbit T with real 
principal eigenvalues. We assume 

the vector field F(0, •) at a = 0 admits a homoclinic orbit 

r = { z * ( i ) : * 6 l R } 

such that 

lim z*(t) = 0 . 
t—±oo v ' 

Furthermore, the linearization Dz F(0, 0) at the equilibrium 
(1.6) 

2 = 0 has simple real eigenvalues — fi0 < 0 < v0 such that 

any remaining eigenvalue y. of Dz F(0, 0) satisfies 

either Re fi < —fi\ < —fXo < 0 

or Re v > vx > vb > 0 . 
We call — fi0, i/0 the principal eigenvalues of DzF(0, 0), for the following reason. 
There exist submanifolds W" ("strong stable") and Wuu ("strong unstable") of 
the m-dimensional stable manifold W" and the n-dimensional unstable manifold 
Wu of z = 0, respectively, such that 

lim e^l'Um = 0 on Wuu , and 

(1-7) 
lim e**z(t) = 0 on W . 

It turns out that dimVK" = m — 1, dim FT"" = n — 1. The tangent spaces at 
z = 0 are given by the parts of the spectrum of DzF(0, 0) with real part < —fix 
and > vx, respectively. Moreover, for any 2(0) € Ws \ W", the limit 

Jjmz(0/ I z(t) I ^ 0 (1.8) 
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exists and is a unit eigenvector of the principal stable eigenvalue — ̂ i0. An analo
gous s tatement holds for 2(0) € WU\WUU and the principal unstable eigenvalue v0-
For a reference see [HlRSCH & PUGH & SHUB, SHUB, B R U N O V S K Y & FIEDLER 

!]• 
We now assume the resonance condition 

fio = VQ (1.9) 

for the principal eigenvalues — fi0 < 0 < VQ. We remember tha t we expect homo-
clinic orbits to occur along one-dimensional curves in parameter space. Therefore, 
resonance condition (1.9) will not contradict our genericity assumption (1.5). Of 
course, here we have shifted the associated equilibrium (aQ, zQ), where (1.9) holds 
to (0, 0). 

As a final prelude to our main results, we distinguish between twisted and non-
twisted homoclinic orbits (cf. figures 1.2.a,b where in = 1, n = 2). 

a) non-twisted b) twisted 

Figure 1.2: Homoclinic orbits 

Let T = {z*(t) : t € IR} denote a homoclinic orbit of a vector field with simple 
real principal eigenvalues, as in (1.6). Choose points p , q £ T sufficiently close 
to the equilibrium z = 0 associated to T, say p = z*(0), q = z*(T). We assume 
nondegeneracy of T, 

codim (TPWU + TPW) = 1 , (l.lO.a) 

in accordance with (1.3). Motivated by the convergence result (1.8), we further 
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assume the following general position of T: 

p g W" , p i Wuu . (l.lO.b) 

Obviously, assumptions (1.10.a,b) imply the same statements for q. Define the 
two unit vectors 

e± : = ± lim z*(t) / \z*{t)\ . (1.11) 

By (l.lO.b), e+ £ T0W
U is a unit eigenvector of u0 > 0, and e~ G T0W belongs to 

—/i0 < 0. Now define the hyperplanes 

Tz.(t):=Tz.{t)W° + T2.{t)W
u . (1.12) 

Note that codim Tz^t) — 1, by assumption (1.10.a). For simple real principal 
eigenvalues, it is now a consequence of the strong A-Lemma, that generically 

l imT, . ( t ) = T0W°°@T0W
U 

(1.13) 
lim r , . w = T0W 0 T0W

UU . 

See the strong inchnation property in [DENG 1]. This is illustrated in figure 1.2, 
where W" = {0} since m = dim VF* = 1. For a precise statement of the strong 
A-Lemma see lemma 3.3 below. Choosing p , q £ F close enough to z = 0, as 
above, (1.13) implies 

e" 0 Tp , IRm+n = r p 0 s p a n ( e - ) 

e+£ Tq , IRm+n = r q 0 s p a n ( e + ) . 

Finally, note that Tz*(t) , 0 < t < T, defines a homotopy from Tp to Tq, justifying 
the following definition of a twist. 

Definition: Let T be a nondegenerate homoclinic orbit in general position and 
with real principal eigenvalues, that is (1.6), (1.10.a,b), (1.13) hold. 

We call T twisted, if e~ and e+ point to opposite sides of Tp and Tq, respectively. 
See figure 1.2.b. 

If e~ , e+ point to the same side of Tp , Tq, respectively, then we call T non-twisted. 
See figure 1.2.a. 

Clearly, twisted homoclinic orbits can occur only in space dimensions > 3. Homo
clinic orbits in planar flows are always non-twisted. Note that the twist can also 
be expressed by watching the winding of the bundle of normal vectors to Tz»(t) as 
z*(t) moves from p to q. 
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We need a final piece of terminology. Fix a small tubular neighborhood U of our 
(twisted or non-twisted) homoclinic orbit clos T — r u { 0 } . An N-periodic orbitis a 
periodic orbit which is contained in U and has winding number N in U. Similarly, 
we define an N-homoclinic orbit. In particular, Y itself is a 1-homoclinic orbit. 
As long as U is chosen small enough, the above definition is independent of the 
particular choice of U. The terminology extends canonically to small perturbations 
of the original vector field F (0 , •). We can now state our main results. 

T h e o r e m A: R e s o n a n t s ide-swi tching . 

Let F = F(a, z) of class CM+S , 2 < M < oo, be a generic two parameter 
vector field with a non-twisted resonant homoclinic orbit at a — 0. Then resonant 
side-switching occurs at a = 0 (see figure 1.3.a). 

In more detail, let assumptions (1-5), (1-6), (1-9) be satisfied for a non-twisted 
homoclinic orbit T (cf. definition 1.1). Let U denote a sufficiently small tubular 
neighborhood ofT. 

Then there exist a C diffeomorphic local change of parameters 

£ = (ci, e2) = e(a) 

at a = 0 and a function 

( = 0 d < 0 

e2 = K( C I ) I for (1.15) 

( > 0 ea > 0 

of class C for t\ > 0, such that the numbers of 1-periodic (1-per) and of 1-
homoclinic (1-hom) orbits in U for the parameter regions 0, I-VI are given by 
table 1.1. Moreover, there exists a constant a0 = .a (0) > 1 such that the following 
finite limit exists 

lim « ( e i ) • - a o A l > 0 . (1.16) 

The constant a0 is given explicitly by (4-9), (4-H-c) evaluated at a = e — 0. For 
the value of the limit, see (5.10). 

The 1-per and 1-hom orbits, viewed as sets, depend continuously on c in the obvious 
sense. Specifically: crossing line HI along a one-dimensional curve from II to IV, 
two 1-per orbits merge and disappear at a saddle-node (or saddle-saddle) type 
bifurcation. Crossing I or V, one encounters a blue sky catastrophe. 

Since the 1-per orbits bifurcate to different sides from the 1-hom curve e2 = 0 for 
t\ < 0 respectively ex > 0, we call this bifurcation a resonant side-switching. 
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Figu re 1.3.a: Resonant side-switching 

( V I I ) 

( I I I ) 

( V I I I ) 

F i g u r e 1.3.b: Resonant homoclinic doubling 
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Region Definition # l - h o m # l - p e r 

0 £x = 0, 62 = 0 1 0 

I €i > 0, 62 = 0 1 1 

II €i > 0 , 0 < 62 < K(Ci) 0 2 

III Cl > 0 , 62 = K(ti) 0 1 

IV f i G l R , c 2 > « ( f i ) 0 0 

V 61 < 0 , 62 = 0 1 0 

VI e r e l R , e 2 < 0 0 1 

Table 1.1: Resonant si de-switching; numbers of homoclinic 
and periodic orbits 

T h e o r e m B : R e s o n a n t homocl in ic doubl ing . 

Let F = F(a, z) of class CM+5, 2 < M < oo be a generic two parameter vector 
field with a twisted resonant homoclinic orbit at a = 0. Then resonant homoclinic 
doubling occurs at a = 0 (see figure 1.3.b). 

In more detail, let V be as in theorem A, but twisted, and let U again denote a 
sufficiently small tubular neighborhood of its closure clos T. Then there exists a 
C diffeomorphic reparametrization t = e(a) and two functions 

= 0 £ l < 0 

C2 = K.(ei) { for 

> 0 tx > 0 , 

(1.17) 

i G {horn, per}, of class CM for e1 > 0, such that the numbers of N-periodic (N-
per) and of N-homoclinic (N-hom) orbits in U with N = 1, 2 for the parameter 
regions 0, I-VIII are given in table 1.2. The curves KL have the universal limit 
property 

Um ^ # = £ = 1.36 .. 
e i \ o /Cp^ej) 2 

(1.18) 

Moreover, there exists a constant a0 = a(0) < — 1 such that the following finite 
limit exists 

\\mQ /cper(ei) |a0 | l / £ l > 0 . (1.19) 

The constant a0 is given explicitly by (4.9), (4-H-c) evaluated at a = t — 0. For 
the value of the limit, see (6.8). 

All homoclinic and periodic orbits depend continuously on e as sets. Specifically: 
crossing lines I, V, VII yields blue sky catastrophes. Crossing line HI, one en
counters a period doubling bifurcation of the 1-per orbits to a sheet of 2-per orbits. 
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The set of 2-per orbits contains a two-dimensional continuum C of orbits which 
extends from the period doubling 1-per orbits at parameter curve III to the blue sky 
catastrophe at the curve of 2-hom orbits along line V. 

Region Definition # l - h o m #2-horn # l - p e r #2-per 

0 €l = 0 , C 2 = 0 1 0 0 0 

I Cl > 0 , €2 = 0 1 0 0 0 

II €l > 0, 0 < €2 < /CperCfl) 0 0 > 0 

III Cl > 0 , €2 = Kper(«l) 0 1 > 0 

IV f l > 0 , Kper(Cl) < €2 < «hom(t l ) 0 0 > 1 

V Cl > 0 , 62 = Khom(Cl) 0 0 >o 
VI f l GlR, €2 > Khom(ei) 0 0 >o 
VII ei < 0, €2 = 0 1 0 0 0 

VIII c iG lR , €2 < 0 0 0 0 0 

Table 1.2: Resonant homoclinic doubling; numbers of 
iV-hom and JV-per orbits for N = 1, 2. 

By a continuum, we mean a relatively compact connected set. For our notion of 
dimension of C, we refer to [ALEXANDER & ANTMAN] and to lemma 6.5 below. 

Our statements concerning 2-per solutions are somewhat weak. Actually, 2-per 
solutions can occur only in a wedge region which is shaped like the wedge region 
IV between Kper and Khom but which is somewhat wider. For a precise statement 
see lemma 6.4 below. Due to the topological methods which we use, we cannot 
determine the exact number of 2-per solutions in these regions. 

Both theorems, A and B, are new results as they stand. The basic underlying idea, 
however, that resonant principal eigenvalues /i0 = i/0 can lead to bifurcation, is not 
new. The non-twisted case was studied before by [LEONTOVICH, NOZDRACHEVA, 
SANDERS & CUSHMAN] (1951, 1979, 1984) for planar vector fields (z GlR2). We 
refer to section 7 for a more detailed discussion. 

At this stage, it is high time to mention the pioneering results by Yanagida 
[YANAGIDA] (1986) on homoclinic doubling in the case of a single unstable di
mension (n = 1). In a somewhat less geometric setting Yanagida already gave 
algebraic conditions for existence and inexistence of 2-hom orbits. In the reso
nant case, these conditions amount to our twist condition. The proofs, however, 
are based on local C1-linearization in the spirit of the Grobmann-Hartman theo
rem. But such a linearization may be inappropriate at resonant eigenvalues. Still, 
we devote section 2 to an exposition of the (non-rigorous) approach by complete 
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linearization, for illustration purposes. The gap concerning (^-linearization was 
pointed out and closed inIR3 by Kokubu, see [KoKUBU 1,2] (1987, 1988). These 
results, although based on "Shilnikov variables", are obtained by a methodology 
which differs from our approach. For a more detailed discussion we refer to sec
tion 7. 

Replacing complete linearization, we build our approach on a careful analysis of 
Shilnikov's parametrization of the flow near the origin; see [SHILNIKOV 5, DENG 
1] (1968, 1987). This background material is surveyed in section 3. In section 4, we 
then derive a Ljapunov-Schmidt type reduction of the bifurcation problem down to 
an iV-dimensional system of bifurcation equations, for Af-per and Ar-hom solutions. 
These systems are highly transcendental: the bifurcation parameter enters as an 
exponent in the leading term. This fact causes the exponential smallness of the 
curves n in theorems A and B. Theorem A is proved in section 5, discussing the 
case N — 1. For a proof of theorem B, alias N = 2, see section 6. After a detailed 
discussion in section 7, we conclude with an appendix which recalls the explicit 
form of all our genericity assumptions. 
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2. A model example: the piecewise linear case 

In this section, we analyse the flow near a resonant homoclinic orbit T in IR3. 
Following Yanagida's idea [YANAGIDA], we assume that our flows are piecewise 
linear. Due to resonance, this assumption is inadequate to the nonlinear problem. 
However, deviating from [YANAGIDA], we will treat the piecewise linear case in 
such a way that it becomes a paradigm to our t reatment of the general generic 
case. 

Consider a homoclinic orbit T of a three-dimensional vector field F = F(a, z) at 
a = 0, as in theorems A and B. Assume F(a, 0) = 0, for all a. We introduce 
coordinates z = (a;, y), x = x0, y = (y0, t/i) associated to the eigendirections of 
the eigenvalues -fi0{a) < 0 < v0(a) < i/j(a) of the linearization DzF(a, 0). We 
may rescale t ime so tha t ii0(a) = 1. Moreover, we assume tha t i/0(a) = 1 + 0! . 

F igure 2 .1 : Sections and return maps 
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Our first linearity assumption is the following: 

F(a, z) = DzF(a, 0) • z for \z\= max(|:r|, \y\) < SQ . (2.1) 

In other words, the flow near z = 0 is given by: 

a?o = —xo 

2/0 = (l + a i )y 0 (2-2) 

y'i = "i 2/i 

Let S^ := {(x,y) '• xo - So}, Sout := {(x,y) : y0 = M denote (local) Poincare 
sections, transverse to the homoclinic orbit T at q = ((So,0,0), p = {0,<§o,0} 
(cf. Figure 2.1). Note that we assume here that p lies in the linear eigenspace of 
VQ for simplicity. The linear flow in the box {\z\ < 80} defines a Poincare map 
n l o c from a suitable subset Sm of Sm to Soui: 

n : Sin —* S0ut /„ „N 

( s ^ j T ) - • (xout,t/out) . 

Likewise, there is an outer Poincare map n f a r from 
Sout to Sin, given by the flow 

along T: 
EI : Sout —> Sin ,„ A\ 

(xout'j ,yout'j) -» (xm<j+1,ym'j+1) 

The superscripts j , j ' + 1 are introduced here because we will be interested in 
iterates of f f" o Tiloc later on. 

We also assume that [] f a r is (affine) linear, 

+ " " 1 , , . with n 2 2 # 0 , (2.5) 
\»fJ + 1 ^ V o / I n " n22 

where, again for simplicity, the IT* a r e considered now as being independent of 
a. The generic assumption I~[22 7̂  0 guarantees that Wu hits W in q in general 
position so that (1.13) holds. Indeed, T0W

UU is the ya-axis. Note the meaning of 
a = («x, a2) . For a2 = 0, the points 

p = (z o u \ £0, J / D == (0? *o, 0) 6 Wu 

and 

q=(*o,2/0
n,yin):=^o,o, o ) e r 

fie on a 1-homoclinic branch, all along the line {ÖI £ IR, a2 = 0}. Roughly 
speaking, a2 describes the distance between Wu and Ws. The other parameter, 
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ax, expresses transverse crossing of the eigenvalue v0 — 1 + a.\ through fi0 = 1 
along the 1-homoclinic branch a2 = 0. 

At this stage, we could proceed by piecing n l o c a n d Y\Iar together, iterating the 
return map n f a r n l o c °f S'm- Unfortunately, this simple approach does not seem 
to work equally well in the fully nonlinear case, because, in iterating Yl 11 °c> 
it is difficult to keep control of the shrinking cusp-shaped domain of definition 
in Sm. In Shilnikov's variables, we obtain nicer domains of definition which are 
more suitable for applications of the implicit function theorem. Therefore, we now 
describe the same iterations in Shilnikov's coordinates 

(s, * in, t T ' ) = (s, S0, 60, O , 

[SHILNIKOV 5], rather than using 

(x ,y ) = [do, y0,yi) €£> • 

The two coordinate systems are related via the linear flow (2.2) as follows: 

y™ = e-"° sySu t = e-"*60 

y? = e-^'y?* (2.6) 

Xn — 6 Xn — C UQ 

The parameter s, for Shilnikov time, is the Poincare time associated to n loc- F° r 

a more detailed exposition of this concept see section 3. 

Note that the domain of definition of Y\{ax l\loc takes the form of a rectangle in the 
Shilnikov coordinates (s, j / ju t), namely s > s* large enough and |y°ut|< S0. 

Reintroducing indices j , j + 1 to keep track of the iterations in the Shilnikov 
coordinates (SJ, yiUt 'J), we obtain from (2.5), (2.6): 

e-*'»*6o = <*2 + e~a> \[ll80 + YW^ (2.7.a) 

c-^->+iy«t.i+i = c - i n21<5o+ n2 2yiU t ' J • (2-7.b) 

We are interested in iV-periodic solutions near T. With r, := e-"0*-»' > 0 this reads 

S0rj+i = a2 + 80 YlUr}/yo + Tf'v?*'' , (2.8.a) 

r#r t/iu t ' i+1 = <5o Unr]/l/0 + n 2 2yiU t , i , (2.8.b) 

with j(mod N). Note that TJSQ = y<?'3 measures the vertical distances of the 
periodic trajectory from the stable manifold. Recall that we are interested in 
solutions with small r,-, y°u t ' J . In fact a solution with 

r0 = 0, and r 1 } . . . , rN-i > 0 
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all distinct, is an JV-homoclinic orbit. 

Mimicking Ljapunov-Schmidt reduction, we can solve equations (2.8.b) for 
(j/°ut,J), j = 0, . . . , N — 1, since l\22 is nonzero by assumption (2.5). We ob
tain 

VT** = " * > | p r)'U0 + O(S0 |r|("'+1)/"°) , (2.9) 

where r = (r0, . . . , rjv-i) and | r | := max TJ. Plugging this into the remaining 
equations (2.8.a) we find the bifurcation equations 

r i + 1 = e2 + aQ r}+« + 0 (|if" 1+1>/"°) . (2.10) 

Here we use the notation 

l/i/o = l / ( l + Q i ) = : l + £i , 

«o = (det l t j ) / r r , 

e2 : = ot2/8Q . 

As a variant, we mention the scaling fj := e~Sj. We then obtain analogously 

r i = e2 + a 0 f } # + O ( | r r + 1 ) . (2.10/) 

where 1 -f- ei := 1 + ax = UQ , äo = ÜQ1 , and e2
 = —^o Ö2/^O-

We are simply amazed at the fact, that virtually the same form (2.10), (2.10/) of 
the iteration emerges from a careful Ljapunov-Schmidt reduction analysis of the 
fully nonlinear system; see (4.13), (4.13.") in corollary 4.3 and remark 4.4. 

The nonzero coefficient a0 in (2.10) has an interesting geometric interpretation. 
We claim 

a0 > 0 if T is a non-twisted homoclinic orbit ; . 
\ ) 

ÜQ < 0 if r is twisted. 

This follows directly from our definition 1.1 of a twist. See figures 1.2 and 2.1. In
deed, let ex denote the unit vector along the positive t/i-axis; e+ , p point along the 
positive jfo-axis a n d e~» —q along the positive £o-axis. Note that the orientations 
of the triples (e~, e%, p) and of (e+ , ei, q) are equal: 

sgn (e~ A t\ A p) = sgn (e+ A ex A q) = +1 , (2.12) 

where A denotes the exterior product. Consequently det fT"7 > 0, by definition of 
YY\ cf- (2.5). Now note that the orientation of Tp, given by e\ A p , continues to 
that of Tq, given by (n 1 2 e+ + n 2 2 ex) A q. Therefore, (2.12) implies 

sgn (e+ A (I!12 e+ + ft22 ex) A q) = sgn n 2 2 • sgn (e+ A tx A q) = 

= sgn n 2 2 • sgn (e- A ^ A p ) ^ i 

= sgn a0 • sgn (e~ A ex A p) , 

since a0 = (det T\ij)/ ft22 and det r j j > 0 . 
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Thus e~ an<^ e + ' respectively, are on the same side of Tp and Tq if ÜQ > 0. Likewise, 
thev a r e o n ° P P o s ^ e sides if a0 < 0. This proves our claim (2.11). 

With this n e w msight> let u s n o w return to the bifurcation equations (2.10), 
I* in*)- Let us simple-mindedly neglect higher order terms O, altogether. We 

only interested in the bifurcation diagrams in parameter space, as given in 
ji orerns A, B and figures 1.3.a,b. Therefore, we can assume \a0\ > 1 in (2.10). 
Indeed? |ao| = 1 is nongeneric, and \a0\ < 1 is equivalent to \a0\ > 1 when switching 
to (2.10**) an(^ r e v e r s m S the direction of iteration. It is now fairly straightforward 
to derive a ^ r e s u ^ s ° ' theorems A, B in this simplified situation. All we have to 

jyse is an iteration of the monotone and convex/linear/concave map 

r —» e2 + a0r
1+Cl . 

T raCt, tables 1.1 and 1.2 then list all possible N-per and A-hom orbits. We leave 
this si111?^ c a s e to the r e ader. For a reference see [GLENDINNING]. The analysis 
for 0-terms included fills sections 5 and 6. In particular, we lose control over 
iu er orbits with N > 2 in the non-twisted and N > 3 in the twisted case, due 
to the s e e r r o r terms. In the twisted case, the number of 2-per orbits can only be 

ijjpated. Basically, the reason is that the O-term depends not only on r, but 
also ° n ^e Vk w ^ h k ^ j - Thus (2.10) cannot be interpreted as the iteration of a 
scalar function rj —*• rj+i anymore. For a more detailed discussion and a remedy 
see section 7. 
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3. Shilnikov variables and the strong A-Lemma 

In this section, we briefly review some fundamental (but nontrivial) facts about 
the Shilnikov variables. These facts are basic to our Ljapunov-Schmidt reduc
tion for resonant bifurcation of homoclinic orbits. In particular, we need careful 
estimates on derivatives so that we can keep track of higher order error terms 
during the reduction in section 4. We also give a precise version of the strong 
A-Lemma, which was used in our definition of twisted versus non-twisted homo-
clinic orbits (see Definition 1.1). For a more detailed account, including proofs, we 
refer to [DENG 1]. 

We fix the following normalized setting for the rest of this paper. We locally 
describe the original vector field 

z = F(at z) (1.1) 

in suitable coordinates z = (x, y) £lRm x !Rn. Specifically (x,y) are chosen such 
that, near z = 0, takes the form 

x = A(a)x + f(a,x,y) 

y = B{a)y + g(a, x, y) , 

where / , g and their first derivatives D(Xty)f, D^x^g with respect to x, y vanish 
identically at x = 0, y = 0, for any (small) \a\. Moreover, the linearizations 
A(a), B(a) are assumed to have block diagonal form 

4«) = (— 

B(a) 

(3.2) 

"o(a) 

* i ( « ) 

corresponding to the eigenspace decomposition 

x = (x0 , n ) eIR x IRm_1 

y = {yo, j/i) eIR x IR 
(3-3) 

5 

loc 
of x and y. We may further assume that the local (un)stable manifolds W£c , Wx 

are given by 

Ht = {-0} 
W'ioc = {y = 0} . 
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In other words, we have 

/ ( « , 0, y) = 0 , 

g(a, x, 0) = 0 , 

independently of ct,x,y near zero. Note that / , g, A, B, vQ are of class at least 
QM+4 a n ( j the spectra (spec) of A\,B\ satisfy 

Re spec Ax < -ßi < - 1 . 
{6.5) 

Re spec B\ > V\ > vQ > 0 , 

uniformly for small \a\ according to our spectral assumption (1.6). Also note 
that we have normalized the principal stable eigenvalue —fiQ(a) to become —1, by 
rescaling time. 

With this normalization in mind, we can now reconsider figure 2.1 which, in section 
1, served us as an illustration of the flow near the origin and near the homoclinic 
orbit r at a = 0. The Xx-components are omitted, for the sake of simplicity. Also, 
y\ now denotes an (n — 1)-vector. We pick S0 > 0 small enough and choose the 
local sections Sm = {x0 = <M, Sout = {j/o = M in the 60-box {|a:| < S0, \y\ < S0] 
where |-| denotes the max-norm. As before, (xm, ym) and (xout, you t), respectively, 
denote elements of Sm and Soni. As we have indicated in section 2, the Shilnikov 
variables describing the trajectories for the (50-box are x'n,t/out, and s > 0; see e.g. 
[SHILNIKOV 5 ]. As before, s > 0 denotes the time it takes to run inside a Si-box 
from a point (xin, •) G Sm to a point (•, yout) € Sout, whenever this time is defined. 
With the notation 

SL ••= {*" = (*o, < ) :KI< M , S»out := {j/out = (So, y?1) : ̂ l < M 

we have 

3.1 Proposition [DENG, Theorems 2.1, 8.1]. 

Let Si > 0 be chosen small enough, in the above setting. Then there exists a SQ > 0 
and a unique CM+4-smooth map 

(x,y) • { 0 < * < 5 } x S f n x ^ u t x l R L - + {(x,y)e\Rm+n : | * | < * i , M < M (3-6) 

(<;*,*» y"*; a) ~ (x,y)(*;5 ,x i n ,yo u t;x) 

such that (x,y), as a function oft, solves the differential equation (3.1) with the 
boundary conditions 

x = xia at t = 0 

y = yoni at t = s . 
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Smoothness of (x, y) is understood in the sense that (x, y) can be extended smoothly 
into a neighborhood of the specified time domain, keeping the interpretation of 
(x,y) being a solution of (3.1). In [DENG 1], a Cfc-version was stated, but the 
C°° -version follows analogously. 

Next, we are interested in the limit 5 —• oo. In fact we can solve the boundary value 
problem (3.7) for s = oo, at least formally, by letting x,y follow the trajectory 
of x'm in the stable manifold W{oc - {y - 0} respectively of yout (backwards) 
in W^. = {x = 0}. Since we are interested in the quantities rrout,t/m, which 
complement the Shilnikov variables 5,xm,j/out in our £0-box, we now consider 

rC
o u t(r,*h \yo u t ;«) := x(s;s,x™,yoM;a) 

y i n(r,x i n , t /o u t;a) := y f o s ^ ^ a ) , 

where r := e-"o(a)s Note that r > 0 is Shilnikov time, rescaled so that 
r = 0 corresponds to s = oo. Similarly, let xout,ym denote the same right-hand 
sides, but as a function of f := e~3 instead of r. Then xout,y,n,xout,ym extend 
differentiably down to r = 0 as follows. 

3.2 Proposition [DENG, Sections 3,4,8]. 

Let 80 > 0 be chosen small enough, in the above setting, and choose any constant 
u) such that 

0 < u> < min{i/o(a),/io(a),^i - i/0(a),/ii - / / 0 ( a ) } , 

where the principal eigenvalue —fio(a) was normalized to be —1, above, and fii,V\ 
bound the remaining (non-principal) eigenvalues as in (1-6). 

Then for any finite 0 < k < M + 1 there exits a constant C, which is independent 
of s, xm € S^,yout € SoUt, and small a, such that (i)-(iii) below are true. 

(i) The following expansion holds for xout as r \ 0: 

y i n(r ,x i n ,yo u t ;a) = r(^(x i n ,yo u t ; a) + Ry) (3.9) 

where the remainder term i?y = fiy(r, x , n ,y o u t ;a) , of class CM+1 for r > 0, 
is estimated by the Ck-norm \\-\\k in (xin,yout;a): 

\P?Ry(r,-,-;-}\k-ß<Cr»-e , (3.10) 

for ß = 0, 1, . . . , k. The leading term tp = (ip0, i>i) of class CM+1 has the 
properties: 

^(x*", 0 ; a ) = 0 (3.11.a) 

19 



fc(0, yont;a) = 0 (3.11.b) 

D out ^ ( 0 , 0 ; a) = 

1 0 ••• 0 

0 0 ••• 0 

0 0 

(3.11.c) 

/ nXn 

(ii) The corresponding statements for xmt, in the same logical context, read 

xout(r, xin, y°ut; a) = rxl^a\ip{x™, yout; a) + Rx) , (3.9) 

where Rx also satisfies the estimates (3.10). The leading term 

v> = (vo,¥>i) eCM+1 

satisfies 
<p(0,yoat; a) = 0 (3.11.a) 

^ ( x i n , 0 ; a) = 0 (3.11.b) 

£ ^ ( 0 , 0; a) = 

1 0 

0 0 

0 0 / 

(3.11.c) 

(Hi) Replacing r = e""0^3 by r = e~", that is, replacing xou t ,y i n by xoxl\yin, all 
the above statements remain valid for an expansion 

xoat(f,xM,yout;a) = r(<p + Rx) , 

i i n ( r ,x i n ,y o u t ;a ) = ru°^{^ + Ry) 
(3.9) 

Occasionally, we refer to (3.9) as Shilnikov's expansion since expansions of this 
type were first introduced by Shilnikov; see e.g. [SHILNIKOV 5, (2.15)] (1968). 

To illustrate the geometric significance of proposition 3.2, we mention that the 
local strong stable manifold W'0'c is given by those xm G Sm f° r which 

<po(x
in,0;a) = 0 (3.12) 
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See [DENG 1, Corollary 4.3]. Note that <p> = 0 on W&. , because <px{xm,Q;a) = 0 
by property (3.11.b). So the rapid decay of solutions in W " , stated in (1.7) 
above, is reflected in the leading term tp of our exponential expansion (3.9) being 
zero. Actually, W{0

a
c is of class CM+5 and can be written as the graph of a CM+5 

function over xx\ see e.g. [SHUB, BRUNOVSKY & FIEDLER 1]. Here we refer to 
the regularity C M + 5 of the vector field, which holds before any normalization of 
Wu, Ws. Similar statements describe W{£, given by ip0(0,yoat;a) = 0. 

What are those leading terms (p, ip, in the completely linear case / = 0, g — 0? 
We obviously get 

x(t;s,xin,yoxxt;a) = eAWtxin . 

Hence 
V»(x-,j/out;a) = (4n,0) e\Rm 

projects onto the first (principal) xm-coordinate. In other words, (p and tp select 
principal components — also in the nonlinear case. Because <p, xp are the leading 
terms in the r-expansion (3.9) of a:out, ym, this is one more reason for calling the 
eigenvalues — fi0, i/0 and their eigen direct ions principal. 

We now discuss the strong A-Lemma, which enters into definition 1.1 of (non-) 
twisted homoclinic orbits via the convergence assumption (1.13). We can rewrite 
(1.13) as 

lim Tz.(t)W
s = T0W" 0 span(e+) 

t—*— oo v ' 

lim TzHt)W
u = span(e-) © T0W

UU 

t—>+oo v ' 

(3.13) 

in the notation of section 1. We give a version of the strong A-Lemma which shows 
why the second limit holds, generically. The case of W" is analogous, reversing 
time. Consider q = z*(T) € Sm, see figures 1.2 and 2.1. The component of 
Wu n Sm which contains q is a CM+4-manifold of dimension n — 1. Perturbing 
Wu slightly, if necessary, we may assume this manifold to be CM+4-parametrized 
over yx. Here we have further normalized our vector field F at a = 0 so that 
locally 

^loc = {2/o = 0, x = 0} , and likewise 

W& = {z0 = 0, y = 0} . 

We denote the local parametrization of Wu D .?jn near q by the map 

U,V)-- t/i - (f(yi), i7(»i)) 6 Sn C H T xlR" 

f(yi) = (no(yi),yi) 

«(0), i|(0)) = q = U(0),0) . 

Let -D""1, t > T denote the image, after time t - T of im({, rj) C S-m under the 
flow F, a = 0. Note that z*(t) 6 Dt'1- Let A " - 1 denote the component of D^~l 
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in the box BSo which contains z*(t). Finally, we recall the notation 0 = (V'cV'i) = 
il>(xm,yout) from proposition 3.2. Here, a = 0 is suppressed. 

3.3 Proposition (Strong A-Lemma [DENG 1, Theorem 5.1]). 

In the above setting, assume that 

Dyo^q) i T<lW
u . (3.15) 

Then, as t —*• +oo, £>"_1 converges to Wj"" in Ck, for any fixed 0 < k < M + 1. 

More precisely, there exists a S-box B$ around z = 0 such that for any d > 0 there 
exists a t* > T with the following property. For any t > t* the set B$ H Z)" - 1 is 
given by the image of a map t/i —> (£', nt)(yi), defined for \yi\ < 8 with v\{yi) = j/i, 
and the Ck-norm ||-||jt satisfies 

II«1,1?') Ik < * • 

From this proposition, the second limit in (3.13) follows whenever the nondegen-
eracy condition (3.15) holds. Indeed, 

Tz.(t)W
u = span(i*(*)) © Tz.{t)Drl • 

The first space on the right limits onto span(e~) because z*(T) = q ^ W^3*, see 
(1.11). The second component, by (3.15) and the above proposition, limits onto 

{X = 0, y0 = 0} = T0W
UU . 

Incorporating time reversal, both claims of (3.13) are therefore proven. 

The nondegeneracy condition (3.15) is a generic condition since we can always 
enforce (3.15) by a slight perturbation of the vector field F at a = 0. Indeed, 
assume that £o is chosen small enough and leave F unchanged inside the £0-box; 
this fixes Dys V'(q) close to e+ . But, modifying F slightly along the homoclinic 
orbit T between p € 5"0ut and q (E Sm, we can adjust TqWu so that it does not 
contain Dyotp(<i). Therefore, (3.15) is satisfied generically. 
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4. Ljapunov - Schmidt reduction 

In this section, we derive a reduced normal form equation for iV-periodic and N-
homoclinic orbits of the vector field i = F(a, z) near the homoclinic orbit T at 
a = («i, c*2) = 0. We describe the flow near the origin z — 0 in Shilnikov's 
variables x™J, y™1'3, rj = e~"°(a)sJ, using the setting and the normalizations of 
section 3. As before, j refers to iterations of the total Poincare return map 

n t o t = n 
far n 

loc 

where 
n l o c . '-'in, loc - • '-'out 

(xm,j^yin,jj —> ( a . o u t J j y o u t J J ^ 

n f a r : & out, loc - • '-'in 

(xout'j , t / o u t -') — ¥ ( x i n ' i + 1 , j / i n ' J + 1 ) ) , 
denote the respective flow-defined maps on suitable domains. For an iV-periodic 
orbit, we have to solve the system 

/ 

*,• = «iCr.xSCyT*;«*) := 
a; 

in j '+ l 
1 

\ 

y'oi^+i>x" 
i n j + l out,j-f-l \ 

\ yin(^-J + l 5 X l 
i n j + l out , j+l . 

) Vl 

-n(xont(ri,^,yrtJ";a),yrJ;«) 

;«) / 

0 6 5 k , 

(4.1) 

for all ;'(modJV) 

Here 
in,j 

„ i n -„out x l 5 v l . > 
Rm - 1 out.J 

denote the vectors with j — th "component" r, > 0, 
G IRn_ . (If Tj = 0 for some j , then we have found a ho

moclinic orbit.) The map TJ denotes TJ with the trivial x0-component Y[^ = 8Q 

omitted. Similarly, â " , y°ut can be thought of as being augmented by their trivial 
components 

„.in c „out c 

whenever this is appropriate. We further normalize coordinates so that 

4 n = 0 resp. y?ut = 0 for 

our original homoclinic orbit T 

at a = 0 . 

In other words, (r, xi", y ° u t , a) = 0 is a trivial solution of * = 0, where * 
has components V&,-, of course. We recall that, due to all the above normaliza
tions, both our vector field F and the map \P are of class CM+4. 
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In lemma 4.1 below, we solve the system 

( i d - P ° ) * ( r , x i n , y r ; * ) = 0 (4.2) 

for x1]11 (r, or), y°ut (r, or), locally near the trivial solution, by the implicit function 
theorem, choosing a suitable projection P° of rank N. We carefully estimate the 
dependence on r, since differentiability with respect to r, breaks down when r, = 0. 

We then modify P° slightly to become P Q , a rank N projection near P° which 
depends on a. In lemma 4.2, we prove a transcendental expansion for the reduced 
bifurcation equation 

* (r, a) = P ° * (r, x ^ r , a ) , y ° u t (r, a) ; a ) = 0 , (4.3) 

see (4.8). Transforming parameters a to e = e(a) suitably, this expansion takes a 
normal form (4.13) which is (surprisingly) similar to the expansion (2.10) which we 
have obtained for the linear case. This normal form is the main goal of the present 
section. We finish the section by relating the sign of a coefficient in the normal form 
(4.13) to our geometric definition of twisted and non-twisted homoclinic orbits. 

Preparing for proofs, we observe that our normalizations imply 

zout(r, x ^ s C ; a) = 0 

at r = 0 , (4.4) 

ym(r,xf,y^; a) = 0 

for all pertinent z\n, y°ut, or. Indeed, this follows directly from the definition of the 
Shilnikov variables since Wj"c = {x — 0}, W'^ = {y — 0}. Less directly, we could 
also invoke proposition 3.2. 

For later use, we repeat that the map * is CM+4 with respect to x i n , y? u t , or in 
its domain of definition. As long as r > 0 holds componentwise, ^ is also CM+3 

jointly in r. When some r-components tend to zero, we remember from proposition 
3.2 that the derivatives of ^ with respect to xljn , y ° u t , a behave continuously, up 
to any finite order k < M + 1. The first derivative of & with respect to Xjn , y ° u t 

is given by 

D{x[n yout^j • ( x i
1

n , y r t ) = 

= -DXU DXlx°^ • x?J-

out „A,°ut.j _L n n . ,*<out--'i -{Dx\[Dyix^ -yT1'3 + DyiU -yr'J) 

+ [ DX1 y* • x?>j+1 + Dyi y™ • yr t , i+1 j 

( x'm'i+1 \ 
= -DyiUyrtJ + \ (at r = 0) 

(4.5) 
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Indeed, the derivatives of the functions xout and j / i n vanish identically at r = 0, by 
(4.4) above. 

We can now define the projection P° for the Ljapunov-Schmidt reduction, cf. (4.2) 
above. To define the j - t h component P? of P° , we first claim that 

has maximal rank (corank = 1 in S-m) at 

( r , x \ n , y r \ a ) = 0 , 

that is, at the homochnic orbit T. Provided this claim holds true, we can then 
define 

P? : the orthogonal projection onto the one-dimensional 

complement in S^ of the image im D,\n out\ *&j (4-6) 

at ( r , x \ n , y ° u t ; o ) = 0 . 

Note that P? denotes the same projection for all j , by definition and by our 
expression (4.5) for D, ;n 0ut^ ̂ j- Moreover, rank P? = 1 and rank P° = N. 

We now show that our claim actually holds, that is, D.\a _,out\ ^j does possess 

maximal rank. By (4.5), it is sufficient to show that 

Dyi Y\ is an isomorphism, 

when n y i denotes the j/j-component of ]\. To identify Dyi \\ as an isomorphism, 
we first observe that 

im Dyi n = TqW
u n Sm . 

This follows because we have normalized W,"c D 5 o u t to be given by x = 0, 
Vo = &0' Secondly, motivated by the strong A-Lemma, we have assumed in (3.13) 
that 

. lim Tz.(t) W
u = span(e-) 0 T0W

UU . 

Since we have normalized W{£ in (3.14) to be given by 

and since q = z*(T) for some large enough T, this implies that we have an iso
morphism 

imDyiU = T(lW
u fl Sin —• ToW

uu = {x = 0,yo = 0} , 

defined by putting x = 0 , y = 0 (that is, orthogonal projection). Therefore, 
im Dyi flyi is indeed an isomorphism, and our definition of P? is justified. 
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4.1 Lemma: In the above setting, the system 

( i d - P ° ) * ( r , x i
1

n , y r ; a ) = 0 (4.2) 

has unique solutions x'j", y j u t , for any given r > 0, a, near r = 0, a = 0. The 
functions 

x«° = x>n (r ,a) 

y»»* = ytvt(r,a) 

are C +4 in (r, a) for r > 0. They are continuous in r and Ck in a for r > 0 
and any finite k < M + 1. 

Putting r = 0, denote 

xi»(a) := xin(0, a) , 

y?ut(<*) := y? u t (o ,«) • 

**(a) := * T ( a ) 

anrf tf*(a) := ^ " ( a ) 

are J/ie same for all j . Moreover, the following estimates hold for any small 7 > 0 
anrf|r|<r°(7), \a\< a 0 ( 7 ) : 

bci n (r ,a)-x»>(«) | = C | r | ^ 

ty-M^^-yrC«)! = C |rf-

//ere C = C(7) denotes a large positive constant and |r| is the max-norm. If we 
replace the differences ofx1*, y^"1 in (4-7) by their derivatives Dl

a D% of total order 
up to k, then the same estimate holds, except that | r |1 - 7 gets replaced by Jrjt"—"r—'̂ ' 
where \ß\= ßo + • • • + ßN-i for the multi-index ß. 

Then the components 

Proof: Existence, uniqueness and regularity of 

x\"(r, a), y r (r, or) 

follow from the implicit function theorem [BERGER, p. 115] with the remarks pre
ceding the lemma. Here we think of ^ as being extended to all r in a neighborhood 
of 0, allowing for components r,- to become negative. In fact, we can just extend 
the maps 

(xo u t ,y i n) = (x o u t , j / i n ) ( r ,x i n , y o u t ; a ) 
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to negative values of r € IR by their leading terms: 

(xout, jT) := ( - | r f / " °^ v>(zin, J /" ' ; a ) , r # r i n , 2/°ut; «)) , for r < 0 . 

This way, (x o u \ y") remain C M + 1 in (x", yo u t ; a ) and all derivatives depend con
tinuously on r. Thus [BERGER, p. 115] applies. For u0(a) < 1, the derivatives up 
to order M in (x in, yoat); a) depend C1 on r. 

For r = 0 we have yin = 0 and xout = 0. Hence (4.2) reads 

(id -P?)(( XTl+1 ) - n (0 , yrJ ; « ) ) = 0 for j (mod N) . (4.2.J) 

Since (4.2.j) defines the same equation, for each j , the components 

x^'(a), j / r J («) 

are indeed independent of j . 

It remains to prove the estimates (4.7). We first estimate, for small r > 0, the 
partial derivative 

| ö r * i l < \DrJ+1y
in\ +C\Drjx°*\ 

< C(l+ K D ^ C I r r 
according to proposition 3.2. Here and below, C denotes possibly different con
stants. From the implicit function theorem and the above estimate for Dr *& we 
can now conclude 

l 

|x\n(r, a ) - x i n ( a ) | < J \Dr^(rr, a)r\ dr < 
o 

l 

< Clr-idr • H1"7 < C |r|x-7 . 
o 

The estimate for y ° u t is analogous. The estimates (4.7) for (higher) derivatives of 
xin5 y° u t follow from the higher derivative estimates (3.10) on the functions xout 

and ym. This completes the proof. • 

We can now define the projection P(a) which enters into our reduced bifurcation 
equation 

* (r, a) = P* * (r, x f t r , a ) , y? u t (r, a) ; a ) = 0 . (4.3) 

We define the j - t h component P° analogously to the projection PJ which was 
defined in (4.6) above. We let Pf denote the orthogonal projection onto the one-
dimensional orthogonal complement in Sm of the image 

im D(xfc y o„ t ) ¥i at r = 0 , x\n = x j » , x?u t = x° u t («) • 
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Let p(a) € S-m be a unit vector which spans this complement. Note that p(a) 
can be chosen to be CM in a. Like pj, the projection P " does not depend on j . 
Describing Pf by the unit vector p(a) G Sm, our reduced bifurcation equation 
becomes the iV-dimensional system 

*,- (r, a) = p(a)T ^ (r, xin(r, a ) , y j n t (r, a) ; a) = 0 , j (mod JV) . (4.3.J) 

Note that all Zx-components pXl(oi) of p(a) are zero, by construction and by the 
form (4.5) of D, 

Yin vout\ ^ i at r = 0. Moreover, 
p(a)TDyin(0,yr(a);a) = 0 , 

by (4.5) and the definition of p(a). Picking 60 small enough, we can therefore 
assume the component py(a) to be close to e+ , that is, the unit vector in the yQ-
direction. Indeed, this is true for a = 0 by our discussion of im Dyi Yl preceding 
lemma 4.1. Hence, it is true for all small \a\. 

We can now state the long-desired transcendental expansion for the reduced bifur
cation function $ j with respect to r. 

4.2 Lemma: The reduced bifurcation function <£_, given in (4-S.j) above has the 
expansion 

*,- (r, a) = - co(a) + <*(«) r i + 1 - c2(a) r)'^a) + 
(4.8) 

+ 0(|r |1 + w) , i (modiV) , 
with 

co{a) := p ( a ) T n ( 0 , y ? u t ( « ) ; « ) 

Cl(a) := p y ( a ) T V(x i n ( a ) ,y o u t (« ) ;« ) (4-9) 

ca(a) := p(a)T DxOUt n(0, #» ' («) 5 «) • V>(*in(«), S/°ut(«) 5 «) , 

all of class CM. Here 

* f a(a) = (<50, z \ » ) , y«*(a) = (S0, y«*(«)) , 

as usual. The functions <p andij) were introduced in proposition 3.2. The expansion 
(4-8) is understood in the following sense. There exists a small u > 0 such that the 
remainder term O is estimated, up to a constant factor, by \r\1+u. This estimate 
holds uniformly for \a\< a0(w) including derivatives in a of order up to any finite 
k<M. 

For r > 0, all terms in the expansion (4-8) are CM. The higher derivatives 
Df

a D% $ j , up to total order k, satisfy the analogously differentiated expansion with 
the error term replaced by 

0(|r |1 + w-^l) j 

where \ß\= ßo +• • • + ßN-i-
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Proof: To prove the expansion (4.8), we write (omitting arguments) 

and expand the y^-term and the n- t e rm, separately, with respect to r. 

We consider ym first, using Shilnikov's expansion (proposition 3.2) and the estimate 
(4.7) from lemma 4.1. 

i r ( r i + i , 4" ' i + 1(r , a ) , y^fr, a);a) = 

= rj+1(V>(*in'J+1(r, a ) , yout-'"+1(r, a);a) + Ry)= (4.10) 

= V(z i n(«)>y°u t(a); a ) r i + 1 + 0(|r|<1+w>) . 

This yields the term cx(a)rj+i in our expansion. 

Next we expand pT Yl a t r = 0: 

PT n = P(«)T n(*OBi(r i , ^ " ( r . a ) , yT*J(r,a); a ) , i T J " ( r , a ) ; a) = 

= p ( « ) T n ( ^ o u t ( 0 , . . . ) , y r ( a ) ; a ) + 

+ Ka) r£( rout i yout ) n(xo u t(0, . . . ) , y r l ( « ) ; <*) • 
(4.11) 

* " r t ( r i , x ^ ' ( r , a ) , y r J ' ( r , a ) ; a ) > 

+ 0(W14w) • 

Indeed, xout(0, . . . ) = 0 and the terms following D f{ will now be estimated to 
be small of order 0(|r|1-"1 '), where 7 > 0 was chosen small in lemma 4.1. Then 
their squared norms contribute less than 0( | r | 1 + t") , proving (4.11). Concerning 
t/i" 'J(r, a) — y°ut(a) we have an 0( |r |1 - 7)-estimate from lemma 4.1. The term 
xollt(rj , . . . ) can be estimated similarly as y l n(r J + 1 , . . . ) has been estimated in 
(4.10) above, that is 

a - f o . ^ O r . a ) , y r t J ( r , a ) ; a ) = 
(4.12) 

= v>(xin(a)y°ut(a); a ) r ] ^ ( a ) + 0( | r | 1 + - ) 

since fo(0) = 1. With (4.12) at hand, we can now resume our estimate (4.11), 
using that p(a)T Dyi n(0, y?u t(a) 5 a) = 0 by the properties of the projection 
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p(a)T. We get 

PT n = Co(a) + p(a)T D^nt n(0, yf* (a); a ) • 

• <p(xm(a),y™\a); a)r)/Ma) 

+ 0(M ,+W) = 

= co(a) +c2(a)r)/Ma) + 0(\r\l+») . 

This proves the transcendental expansion (4.8). 

The claims concerning differentiability of the expansion follow from the corre
sponding differentiability statements in lemma 4.1 and proposition 3.2. The proof 
is therefore complete. • 

4.3 Corollary: For generic (normalized) vector fields F = F(a, z) of class 
CM+4, there exists a diffeomorphic local change of parameters e = e(a) 6 IR2 

of class CM, such that the bifurcation equation (4-8) takes the equivalent normal 
form 

rj+i =e2 + a(e) r]+<> + 0(\v\1+") , j (mod N) (4.13) 

with |a(0)| T̂  0, 1. The error term has the same meaning as in lemma 4-2. 

Specifically, the genericity assumptions and the parameter transformation are given 
as follows. We define 

i 

e2 := 

c) a(e) 

under the generic assumptions 

Co(tt) 

C l(a) 

c 2 ( « ) 

ci(a) 

a) Daco(0) and Davo(0) are 

linearly independent , 

b) Cl(0) > 0 , 

c2(a) 
*) 

C l(a) 
7*0 ,1 

(4.14) 

(4.15) 

We note explicitly that e = 0 at a = 0, since I/Q(0) = 1 and Co(0) = 0. 
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Proof: We first prove that u0 = 1, Co = 0 at a = 0. Then we indicate why 
the nondegeneracy assumptions (4.15.a-c) are generic. The proof of our claims 
about the coordinate transformation e = e(a) is then an obvious consequence of 
the standard inverse function theorem, applied to equations (4.14.a,b) in e and a. 

Actually, i/0 = 1 at a = 0 since vQ = no, hy our resonance assumption (1.9), and 
since we have normalized fi0 to be one. Moreover, T is a 1-homoclinic orbit at 
a = 0. Therefore, r = 0 is a solution of the reduced bifurcation equation (4.8) at 
a = 0. (We still remember that infinite Shilnikov time Sj corresponds to both a 
homoclinic orbit and to rj = 0.) Hence CQ = 0 at a — 0. 

We now address genericity of our assumptions (4.15.a-c): we claim that 
(4.15.a-c) hold, possibly after a slight perturbation of the original vector field F 
which does not affect any of the remaining assumptions. Let us compute Daco(0) 
first, for Co(a) as defined in (4.9). We obtain 

Daco(0) = p(0)T Da n(0 , 0; a) \a=0 , (4.16) 

since j/i(0) = 0, H(0, 0; 0) = 0 and since, by definition of p(0), also 

p(0)TDyiU = 0 at (z o u \ J/?"'; «) = ( 0 , 0 ; 0 ) . 

On the other hand, vo(&) is the principal unstable eigenvalue of the lineariza
tion Dz F(z, a) at the equilibrium z = 0. Adjusting both Da Dz F and Da Y\ 
slightly, at these points, linear independence of Da Co(0) and Da fc'o(O) can easily 
be achieved. 

Next we prove cx — p£ ip > 0. Indeed, we have already picked 60 small enough so 
that p(at) is close to e+ , the unit vector in the positive j/o-direction. See the proper
ties of p(a) listed just before lemma 4.2. Therefore, c^O) is close to i/>o(0> (̂ o> 0); 0), 
which is close to £0 > 0, by property (3.11.c) of if>. This proves cx > 0. 

Similarly, we can assume c2 = ^-D^outll • <P ¥" ° s m c e ^ ( ^ ( a ) , y0,1 '(ö); a) 
points roughly in the x0-direction and since Dxout 1/1(0, y°ut{a); a) can be adjusted 
accordingly. Adjusting DxOUt TJ o n c e more, we can finally guarantee 

|c2(0)/Cl(0)| ^ 1 , 

completing the proof. • 

4.4 Remark: We note that we may assume |a(0)| > 1, without loss of generality, 
in our discussion of the normal form (4.13) in section 5. Indeed, use the alternative 
scaling fj :- e~"i instead of r, := e~Vo^"i. Then expansion (4.8) reads 

*,•(*, a) = -co(a) + dCaJfjW - c ^ a f t + 
(4.80 

+ 0(| f P+-), j(modN) , 
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where the ct(a) are defined by (4.9), as before. This yields the normal form 

fj = e2 + a{e)fj+f1 + 0(| r |1+w) , j(mod N) , (4.13:) 

where e, a now relate to a, v0(a) by 

a) ei := i/0(a) - 1 

b) C2 - - ^ 0 (4-14;) 
ci(a) 1 

c) a(e) := 
cj(a) a(e) 

This proves our remark about a(0). 

As a direct consequence of the normal form (4.13) for resonant homoclinic bifur
cation we obtain corollary 4.5. 

4.5 Corollary: Along the line e2 — 0, there exists a 1-homoclinic orbit (N = 1) 
given by r0 — 0 (primary homoclinic branch). As t\ passes through zero along 
this branch, the principal eigenvalues —p.Q = —1 and VQ — (1 + ^ i ) - 1 cross their 
resonance transversely. In the transformed parameter t, this reads 

-Ho(e) + u0(e) = 0 
(4.17) 

Dei(-iio(e) + v0(t)) ? 0 , at e = 0 . 

4.6 Lemma: The twist of the homoclinic orbit T determines the sign of 
ao = a(0), namely 

Go > 0 if T is non-twisted , 

a0 < 0 if T is twisted . 

Proof: Since a — c2/ci and since C\ > 0, by corollary 4.3, (4.15.b), we only have 
to prove that c2 is negative if T is twisted, and positive if V is non-twisted. 

To relate c2 = pT Dxout Yl ' V to the twist we observe the following, near 
a — 0. First, p(a) is close to e+ and spans the orthogonal complement to the 
space Tq = TqWs + TqW". This follows from the properties of p(ct), which are 
listed just above lemma 4.2, since Tq is spanned by the x-space and im Dyi Yl- Sec
ond, ip points in the positive x0-direction, again by proposition 3.2. In other words, 
((f, 0) is close to 8oe~. Third, c~ complements the space Tp = Tp W

3 + TPWU, by 
the strong A-Lemma. Consequently, Z^out n " V complements Tq , too. 
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The proof can now be completed as follows. The complement e~ induces an orien
tation ep on Tp, say, such that ep A t~ is positive. Here ep denotes an alternating 
Unear (m+n — l)-form: the volume form on Tp . Following the linearized flow along 
r , ep continues to an orientation eq on Tq such that 
eq A D r i e _ is a l s o positive. Since (cp, 0) is close to e~, this implies positivity 
of eq A Dxont II V3- I n other words, e~ and Dxout TTv point to the same side of Tp 

and Tq, respectively. Since p(a) is orthogonal to Tq, we know on the other hand 
that 

c2(a) = p(o;)r • T>xoutII^ 

is positive resp. negative if P(a) and -Dxout Yi V point to the same resp. to opposite 
sides of Tq. Since p(a) is close to e+ we can combine all this as follows: 

sign(eq A e+) = sign(eq Ap(a)) = 

= sign c2(a) • sign(eq A DxOUt U tp) = 

= sign c2(a) • sign(ep A e~) . 

By definition 1.1, T is non-twisted if sign (eq A e+) = sign (ep A e _) , and twisted 
otherwise. Since sign c2 = sign a, this completes the proof. • 
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5. The side-switching bifurcation 

In this section, we complete the proof of theorem A on resonant side-switching. 
We recall from corollary 4.3 that all 1-homoclinic (1-hom) and 1-periodic (1-per) 
solutions correspond, locally near a = 0 and near the homoclinic orbit T, to 
solutions r, e of the reduced bifurcation equation 

r = e2 + a(e) r1 + t l + 0(r1+w) . (5.1) 

Here e = e(a) = (ci, e2) are the new normalized parameters, and r = e - " ^ * > 0 
describes the exponentially rescaled Shilnikov time associated to the 1-hom resp. 
the 1-per orbits. Note that we have written r instead of r,-, since we are only 
interested in 1-per and 1-hom orbits, in this section. 

To prove theorem A, we first observe that r, er parametrize the (local) solution 
set of (5.1). Indeed, a straightforward application of the implicit function theorem 
enables us to solve (5.1) for e2 by a C°-function 

e2 = e2{r, tx) , r > 0 , (5.2) 

near e = 0, r = 0. For r > 0, the function e2 is CM. 

We now consider the surface (5.2) in some more detail. We recall from lemma 4.6 
that a(e) is positive, since V is assumed to be non-twisted. By remark 4.4 above, 
we can further assume a > 1, by a rescaling argument. This implies that 

e2 = e2(r, ex) < 0 for r > 0 , tx < 0 , 

as long as r < p0 is small enough. Indeed, 

e2 = r ( l - a(e)r£l + 0{rw)) < 0 (5.3) 

for Cj < 0 < r < po and suitably small p0l since a(0) > 1. This proves our claims 
in the left part (ci < 0) of region IV; see table 1.1 and figure 1.3.a of a resonant 
side switching for these claims. 

Our strategy for completing the proof of theorem A, now, is the folowing. In 
lemma 5.2 below we prove that: 

e2 = e2(r, £ l ) = 0 (5.4) 

has a unique nontrivial small solution r = r(ei) > 0, for small t\ > 0. Of course, 
there is also the trivial solution r = 0 which describes the 1-hom branch, cf. 
corollary 4.5. In lemma 5.3 we show that, for fixed ex, the C^-function 

r H+ e2 = e2(r, £j) , r > 0 , (5.5) 
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has zero derivative only along a C M -curve 

e2 = K ( £ I ) , €l > 0 , 

where the derivative changes sign. We also show tha t K is exponentially flat as 
required in (1.16). By strict monotonicity of e2( •, c i ) °ff the curve K, lemma 5.2 
and 5.3 then imply all claims concerning multiplicities in the various regions of 
table 1.1 and figure 1.3.a. Indeed, figure 1.3.a is just the projection of the surface 
e2 = e2{r , ex) into ( e i , e2)-space with fold line K. 

We need the following basic lemma about solutions of a transcendental equation. 

5.1 L e m m a : Let b = b(e) be a Cl-function such that 6(0) > 1. Consider the 
equation 

l = 6(e)r£l+0(r") , Cl > 0 , (5.6) 

with u) > 0. As before, the error term 0(ru) is understood to allow differentiation. 

Then, for t\ < 0, equation (5.6) cannot have solutions with small r > 0. 

For C\ > 0, equation (5.6) can be solved for p := rtl as a C1-function of e, locally 

near t — (cj, e2) = 0 , p(0) = 1/6(0), by the implicit function theorem. 

If moreover e2 = 0(t\) for e i \ 0, then the following limit exists 

lim r(e) • 6 ( 0 ) ^ = exp(-Dtlb{0)/b(0)) . (5.7) 
e i \ 0 

Proof: Solving (5.6) for p := rci is s tandard if we extend (5.6) t o ei < 0 formally 
by defining 

0(r") = 0(pw/ei) := 0 for e1 < 0 . 

We obtain 

*>-^(>-^«-*>l • 
for small |e|. If we also assume e2 = o(ei), then we have 

r(e) = p(ey<« = 6(0)-/- (l - ^ M e, + o { c ^ , 

which proves our convergence claim. • 

We now return to our reduced bifurcation equation. 

r = e2 + a(e) r1+f> + 0(r1+") . (5.1) 
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5.2 Lemma: Along the line e2 = 0, equation (5.1) has the following solution set 
(locally near t — 0, r = 0): 

(i) the trivial solution r — 0, for all t\ 

(ii) a nontrivial positive solution r = r0(ei), for t\ > 0 , 

with limiting behavior 

lim ro(ca) • a(0)1/ei = exp(-Deia(0)/a(0)) . (5.8) 

Proof: For e2 = 0, we divide (5.1) by r ; 

1 = a(e) r£l + 0 ( r" ) . 

Then all claims follow from lemma 5.1 with b := a. • 

It remains to consider fold points of the surface of 1-per solutions 

r w « 2 = e2(r, tx) , (5.5) 

projected onto e-space. In other words, we look for (r, t\) such that 

Dre2(r,e1) = 0 . 

5.3 Lemma: Locally near e = 0, r = 0, the fold points (r, ei) of the 1-per 
surface are given in the form r = r»(ei), t\ > 0. The function r , is of class C 
and has the limiting behavior 

lim r .( e i)a(0)1 / £ l = exp{-l - Dtla(0)/a(0)) . (5.9) 
e i \ 0 

At r = r*(ei), the derivative r »-> Dr€2(r, ei) changes sign. 

The projected fold curve 

tx H-> e2 = «(ex) := e2 (r.(ci), ex) 

ts also CM, for tx > 0, and has the limiting behavior 

Km nfa) • - a ( 0 ) 1 / e i = exp(-l - Dei a(0)/a(0)) . (5.10) 
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Proof: Solving (5.1) for e2, by the implicit function theorem, we have obtained 

r = e2(r, ex) + a(eu e2(r, C l))r1+e i + 0(r1+") . (5.11.a) 

Recall that e2 = e2(r, ex) is CM as long as r > 0. Hence the fold condition, 
DT e2 = 0, holds if and only if in addition 

1 = (1 + Cl) a(eu e2y* + 0(r«) , r > 0 , (5.11.b) 

with e2 = e2(r, ei). Indeed, 

l = D r e 2 + (l + 6 1 ) a r £ l +/ ) £ 2 a • LU2 • r1 + t l + 0( r w ) , (5.11.b') 

and the term DtJa • Dre2 • r1+ei can be subsumed in the error term 0(rw), 
for fixed 0 < u> < 1. Note that the right-hand side of (5.11.b) is strictly in
creasing with r. Hence (5.11.b) can have at most one solution r = r»(e1), and 
r —> DT e2(r, ei) changes sign at r = r*(ei). 

More specifically, we can apply lemma 5.1 and solve (5.1 l.b) for p = rCl , e^ > 0, 
as a function of ei and e2 near e = 0. Note that 

r,(ex)* = p(tu e2(r.(Cl), e,)) (5.12) 

and, by standard differentiation of (5.1 l.b) with respect to e at e = 0 , 

(0,0) = (ap ,0) + />£>£a + a£>e/B 

= (1,0) + pDea + aDtp , 

since a p = 1 at e = 0. In particular, r»(ei) depends differentiably on cj > 0, by 
(5.12), since Dr e2(r*(ei), «i) = 0. In fact, r»(ea) is still CM for ex > 0. 

It remains to prove the exponential asymptotics (5.9), (5.10) for r»(ei) and K(CI) = 
e2(r*(ei)i ei)- Of course, we would like to utilize lemma 5.1 again. As a first step, 
we claim 

«(ei) = eaWei) , ci) = o(ei) , for e^ \ 0 . (5.14) 

Indeed, K extends continuously down to K(0) := 0 just as r,(ej) G [0, r0(ei)] does. 
Moreover, /c is of class CM for £i > 0 with derivative 

«'(ex) = Z?£le2 - - r i + « ( D e i a + A 2 a • Dei e2 + a log r,) + 

+ 0(r}+") . 

Here we have used Z)r e1(r*(e1), ea) = O, and we have differentiated (5.11.a) to 
compute DCl e2. Obviously, 

lim K'(CX) = 0 , 
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since r»(ei) —• 0 as ex \ 0. Therefore, K is differentiable down to t\ = 0 and 
/c'(O) = 0. This proves claim (5.14). 

Now, lemma 5.1 with b := (1 + ex)a applies to the solution r = r» of (5.11.b). This 
implies 

lim r . fo ) a(0)1/£l = exp ( - 1 - £>ej a(0) /a(0)) , 
« l \ 0 

as was claimed in (5.9), since e2 = o(ei) by (5.14). To prove (5.10) we compute 
from (5.11.a) 

lim K(C1) • i a ( O ) 1 ^ = lim £2(r,(e i), ex) a(O)1/" Ai = 

= lim r.(Cl) a(0)1/£l (1 - a(e) r . ( e i )
£ l + O « ) ) /e1 = 

f i \ 0 

= I i m r , ( e 1 ) a ( 0 ) 1 ^ ( l - « W / » W + O(r r ) ) /e 1 = 
t i \ 0 

= lim r ^ , ) ^ ) 1 / ' 1 ((-p(0)Z?«a(0)-

-a(0)P€/»(0)) • 6 + o(c))/ci = 

= lim r . ( £ l )a (0) 1 / e i ( t i+o(c ) ) M = 

= limr,(ea)a(0)1 /£ l = e x p ( - l - Dtl a (0 ) / a(0)) . 
€ l \ 0 

Here we have used (5.12), (5.13) to introduce p and to compute Dep(0). The 
second last equality holds because e2 = °(ci)> by claim (5.14) above. Thus Ac(ei) 
is exponentially flat at tx — 0, and the proofs of lemma 5.3 and of theorem A are 
complete. • 
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6. The homoclinic doubling bifurcation 

In this section, we complete the proof of theorem B on homoclinic doubling. We 
recall from corollary 4.3 that all JV-hom (homoclinic) and N-pei (periodic) solu
tions with N = 1, 2 correspond, locally near a = 0 and near the 1-hom T, to 
solutions (r0, r1? e) of the reduced bifurcation equation 

0 = - r x + e2 + a (eK + £ l + h0(r, e) 
(6.1) 

0 = -r0 + e2 + a(e)r\+tl + hi(r, e) . 

Here r = (r0, rx) are the exponentially rescaled Shilnikov times associated to the 
1-per (r0 = rx > 0), the 1-hom (r0 = rx = 0), the 2-per (0 < r0 ^ rx > 0) or 
the 2-hom (ro = 0 < rx or ri = 0 < r0) orbits. As usual, e = e(a) — (ei, e2) are 
the new normalized parameters. Since T is assumed to be twisted, we can assume 
a(0) < —1; see remark 4.4 and lemma 4.6. The error terms 

h^r, e) = 0(\r\1+") 

have the following symmetry at solutions (r, e) of (6.1): 

M r o , ri> e) = M r i , ro> <0 . (6.2) 

Indeed, r = (r0, rj) is a solution whenever r = (rx, ro) is a solution, because (6.1) 
was derived from a Poincare type section of a flow. 

Our strategy of proof for theorem B is the following. In lemma 6.1 we show that 
the 1-per solutions r0 = r^ = r form a (local) sheet e2 = e2(r, ex) > 0, parametrized 
over r > 0 and e\. By monotonicity arguments, this sheet projects one-to-one onto 
the (local) half-space {(e^, e2) | e2 > 0}- The 1-per sheet extends down to the 
1-hom branch r = 0, e2 = 0, which was found in corollary 4.5. In lemma 6.2, 
we find a unique 

CM 

-curve e = Kper(ei) > 0, ex > 0, where an ordinary period 
doubling bifurcation occurs on the 1-per sheet. The curve /cper is shown to have 
the correct exponential asymptotic behavior for cx \ 0. Lemma 6.3, on the other 
hand, detects a unique CM-curve e2 = Khom(ci) > 0, ex > 0, where 2-hom orbits 
occur. We also show the universal scaling property 

lim ^ ' ± = 6- . (6.3) 
« i \ 0 Kper(€!) 2 ^ 

In lemma 6.4, we show that there exist CM-curves 0 < «.(ej) < «(ei), ex > 0, 
such that 2-per solutions do not occur except possibly for pairs (e1; e2) with 
/c(ex) < e2 < K(CI). Our estimating curves AC, K have the same asymptotics as 
the curves | Kper, 2/Chom, but we cannot force them to coincide with these lat
ter curves. Finally, we show in lemma 6.5, that there exists a two-dimensional 
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continuum C of 2-per solutions (r, e) which connects the 2-hom solutions on the 
«hom-curve to the period doubling solutions on the Kp^-curve. This 2-per contin
uum C is confined to the region of e between the two curves /c, it. To find C, we 
use topological methods which are due to [ALEXANDER &ANTMAN]. Therefore, 
we cannot estimate the precise number of 2-per solutions. 

The following three lemmas are much in the spirit of section 5; we assume that 
the reader is now familiar with the arguments given there. Our first lemma deals 
with 1-per/l-hom solutions, that is, solutions of 

r = e2 + a(e)r1+Cl + 0(r1+") . (6.4) 

Recall that a(0) < —1, in this section. 

6.1 Lemma: Locally near e = 0, r = 0 the solutions of (6.4) can be parametrized 
over (r, tx) such that 

t2 = e2(r, ex) . (6.5) 

Here e2 is a C°-function o / r > 0 and of ex; it is C1 in r > 0, tx > 0, and CM for 
r > 0 . 

Moreover, r t—• e2 (r, 61) is strictly increasing for any fixed ex. Therefore, the set 
of solutions (r, e) projects one-to-one down to those t — (cj, e2) with e2 > 0. 

Proof: The parametrization (6.5) together with the stated differentiability prop
erties follows directly from the implicit function theorem, applied to equation (6.4). 
Concerning differentiability, we of course remember the extension of our equations 
to r < 0 which was discussed in the proof of lemma 4.1. Strict monotonicity of 
£2( •, ex) follows by implicit differentiation of (6.4) with respect to r for r > 0. 
Indeed, 

1 = (1 + DC2 a • r1+£l + 0(r1+"))Dre2 + 

+ (1-f £1) a(ey> + 0 ( r " ) 

implies that DT t2 is positive, for all sufficiently small r, tx, since a(0) < 0. This 
completes the proof. • 

Next, we are interested in period doubling bifurcations on the 1-per sheet e2 = 
^{i'i £i)- These bifurcations can be detected in system (6.1). The 1-per sheet are 
those solutions of (6.1) for which r0 = rx = r. For r > 0, let 

A = A(r, ex) (6.6) 

denote the determinant of the 2 x 2-Jacobian of the right-hand side of (6.1) with 
respect to (r0, rx) at r0 = rx = r, e2 = e2(r, ex). 
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6.2 Lemma: The determinant A on the l~per sheet e2 = e2(r, e^, r > 0, van
ishes only along a unique C -curve 

r = f(ex) > 0 , ex > 0 . 

and A changes sign there. 

Viewed in the projection onto e-space, this curve is given by a C -curve 

£2 = Kper^x) : = e 2 ( r ( e i ) , £1) , €x > 0 . 

The asymptotics of r and K^ for ex \ 0 are 

lim f(Cl) |a(0)|1/£1= exp{-\ - Dtl a(0)/a(0)) , (6.7) 
£ l \ 0 

lim Kper(ei) |a(0)|1/e i=2ea:p(-l - £>£1 o(0)/a(0)) - (6.8) 
£ l \ 0 

Proof: Differentiating (6.1) with respect to (r0, J"i) at r0 = r\ = r > 0 we see 
that 

V -1 ( l+£, )ar" ; 

Thus A vanishes if and only if 

a) 1 = (1 + ei) a(e) r£l + 0{r"), or 

b) - 1 = (l + e i ) a ( e ) r £ i + 0 ( r " ) . 
(6.9) 

Since a < 0, the first equation (6.9.a) cannot have solutions with small r. Solving 
(6.9.b) together with the original fixed point equation 

r = e2 + a (e) r 1 + £ »+0(r 1 + u ' ) , (6.4) 

this time with a(0) < —1, is quite similar to the situation which came up for 
the fold curve /c in the proof of lemma 5.3; see (5.11.a,b). We only indicate the 
necessary ramifications. 

First, we note that (6.9.b) can have a solution for small r and \t\\ only when t\ > 0, 
since a(0) < —1. As usual, we can then solve (6.9.b) uniquely for r = f(ei) at 
e2 = c2(r, ex), by monotonicity. Likewise, we obtain a differentiate p = /o(ei, e2) 
such that, analogously to (5.12), 

r(eOei =/»(ei,«2(r(Cl), Cl)) . (6.10) 
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The function r(ej) is of class CM for ej > 0. At e = 0, we have f = 0 and 

(1,0) = A»Z?e a + aDtP , (6.11) 

since a p = —1, this time, in (5.13). 

As in (5.14), we claim 

«WO*) = ^ ( f t a ) , Cl) = o{ex) , for £j \ 0 . (6.12) 

Unfortunately, we cannot use DT e2(f, ei) = 0, this time, since we are not at a fold 
point. However, to show (6.12), we can first differentiate (6.10) with respect to e\ 
to obtain 

A 1 f ( e i ) = 0 ^ i | / , | 1 ^ , M < 1 • (6-13) 

Here we have used 
l imA. C 2 ( f ( C l ) , Cl) = 2 , (6.14) 

which follows by differentiating (6.4). Also, we have used that 

lim D t l e2{r(tx), tx) = 0 , 
t l \ 0 

holds, by the same reasoning as in the proof of (5.14) above. Now we can conclude 

lim «pCT(ei) = Hm {Dr e2 • Dtlr + Dei e2) = 0 , 
« l \ 0 r e i \ 0 

since the first term was estimated in (6.13-14) above and the second term yields 
zero, as before. This proves (6.12). 

With these preparations, lemma 5.1 applies to (6.9.b) with 

6(e) := (1 + € l) • (-«(e)) 

and yields 
lim f(e,) K0) | 1 / e i = exp( - l - Dtl a(0)/a(0)) . 
e i \ 0 

This proves expansion (6.7) for f(ei). 

To prove expansion (6.8) for /cper(e1), we compute similarly to the proof of lemma 
5.3 

lim K ^ ) KO)!1'« = Mm «a(r(«i), d ) l«(0)|1/£1 = 
c i \ 0 ti\0 

= lim r(ea) | a ( 0 ) | ^ (1 - «(e) r(ex)<> + 0(f") ) = 

= l imf(ei) la(O)!1/« (1 - «(e) p(e) + 0( r" ) ) = 

= 2 e x p ( - l -D M «(0) /a (0 ) ) , 
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since 
lim a(e) ^(e) = —1 for 
« l \ 0 

e = (Cl, c2(r(Cl), C l)), p = fe* , by (6.9.b)'. 

Therefore (6.8) holds, and the lemma is proved. • 

Note that lemjna 6.2 implies a (local) period doubling bifurcation from the 1-per 
sheet. Indeed, fix ex > 0 and increase the remaining parameter e2 through the 
bifurcation point e2 = «Per(^i). Then the determinant A of the linearization of 
system (6.1) at the corresponding 1-per solutions r0 = ri = r changes sign. This 
change of topological degree implies local bifurcation of 2-per solutions: a period 
doubling bifurcation. We will return to these arguments in much more detail in 
lemma 6.5. 

We can also look at the other limiting case of 2-per solutions, namely, at 2-hom 
orbits. Recall that ro = 0 < r-i, for 2-hom. (Alternatively, we could of course 
consider the equivalent case r0 > 0 = rx.) 

6.3 Lemma: 2-hom solutions ro = 0 < rx occur only along a unique 
CM 

-curve 
£2 = «hotn(ei) > 0 , 
r\ = r(ex) > 0 , ex > 0 . 

The asymptotics of r and K},om for ex \ 0 are 

h m r ^ i ) |a(0)|1/ei= exp(-Dtla(0)/a(0)) (6.15) 

lim«ho«n(ci) K0)|1 / £ 1= exp(-Deia(0)/a{0)) . (6.16) 

In particular, we have the universal limit 

Um « w ( g i ) = £ = i . 3 6 . . . ( 6 . i7) 
«i\o /cper(ei) 2 v ; 

Proof: Equations (6.1) with r0 = 0 yield 

a) 0 = - r ! + €2 +0(r\+») 

b) 0 = e2 + a{e)r\+t> +0( r j + w ) , 
(6.18) 

since |r|= rx. From (6.18.a) we find 

«2 = ea(rx, 61) = r1 + 0(rJ+ w ) , (6.19) 

43 



where 0(r\+w) depends only on rx and ex. Plugging this into (6.18.b) and using 
differentiability of a(e), we obtain 

0 = r1 + a(e1,0)r1
1+€»+O(r}+ '*') 

or, equivalently, 
l = -a(e1,0)r? + O(rJ') . (6.20) 

Solving (6.20) for ra = ^(e j ) , by lemma 5.1 again, we find the asymptotics (6.15) 
for r(ti). In particular, 

lim r(ei) = 0 

Now (6.19) yields the same asymptotics for 

«hom(ci) = C2(r(ci), ci) 

since 
limL«a(f(Cl), ex) | a ( 0 ) | ^ = lim f(ex) | a ( 0 ) | ^ . 

e i \ 0 £ l \ 0 

This proves the /chom-asymtotics (6.16). Finally, the limit 

um *****&) = i i m *hom(ei) • I fl(0) l lAl
 = £ 

«i\o /cper(Cl) £ l \o «^ (c , ) • | a(0) l1/^ 2 

is universal, by the asymptotics (6.8) and (6.16) for «per and /Chom- This proves 
the lemma. • 

Locally near r = 0, e = 0, the 2-per solutions are confined to an exponentially 
thin wedge in parameter space. More specifically, we have 

6.4 Lemma: Consider system (6.1) in a suitably small, fixed neighborhood of 
r = 0, e = 0. 

Then there exist two CM -curves 

e2 = «.(fi) and £2 = « e i , t\ > 0 

with t£< K, such that (6.1) does not possess 2-per or 2-hom solutions for t outside 
of the wedge 

{fa, e2) I /c(d) < e2 < «(ex)} (6.21) 

in between K_ and K. The curves AC and K, respectively, have the same exponen
tial asymptotics as the curves \n^t.T and 2«hom (see lemmata 6.2, 6.3, (6.8) and 
(6.16)). 
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Proof: Suppose system (6.1) does possess a 2-per/2-hom solution r 
that is, r0 7̂  7*! and 

0 = - r a + e2 + a(e)ro+£l + h0(r0, ra, e) 

0 = - r 0 + e2 + a(e)n1+£1 + Ä0(
ri> r0, c) • 

Here we have used that, by the symmetry r0 <—> rx, we know 

hi(r0,
 r i , e) = M n , ro, c) , 

at any solution (r0, r i ) . We may assume 

0 < r0 < rx , 

so that both error terms h0, hx are of the order 0(r\+u). Taking the difference of 
the two equations (6.1) and dividing by (rx — r0) > 0 we obtain an equation of 
the form 

-l=a(e)atl(r0,r1) + 0(r^) , (6.22) 

where atl denotes the slope 

/ \ " l "O 

^ , ( r 0 , ri) := — 
ri -r0 

of the secant to the graph r *-+ r1+£1 at the two points r — ro, T\. Note that this 
graph is convex or linear or concave, depending on the sign of tx. Thus aei always 
lies in the interval with endpoints 

r f and (1 + e i K 1 , (6.23) 

for 0 < r0 < r i . The error term 0(rf) is justified, since 

M r i> ro-> e) - K(r0, ru e) -
l 

= (ri - r0) J (Dih0(r0 + 0 ( n - r0), rx - 0 ( n - r0), c ) -
o 

- D2h0(r0 + 0(rx - r0), rx - 0 ( n - r„), e)) <*0 

where the integral is O(rJ'), by differentiation of 0(|r|1+<"). 

It remains to construct /c(ex), «(ei) such that (6.22) cannot hold outside the spec
ified wedge (6.21). Obviously, (6.22) cannot hold for C\ < 0, by estimate (6.23) for 
a and because a(0) < —1. For ei > 0, we can estimate e2 from the first equation 
in (6.1) as 

(l + O W ) ) r , < e2 < r i ( l - a ( e ) r £ l + 0 ( r r ) ) 

(6.1) 
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and, since a(ej, e2) is Lipschitz in e2, this implies an estimate 

( l + 0 ( r T ) ) r , < t2 < ri(l-a(eu0)r{>+O(r?)) . (6.24) 

Plugging (6.24) into (6.22) yields similarly 

-l=a(eu0)<r€1(r0,r1) + O(r?) . 

Let C_ < 0 < C denote real constants such that 

Qr? < 0(r») < Ör? , 

above and in (6.24). Then 

(l + c i ) « ( e i , 0 ) r « + £ r ^ < - 1 < a(e1,0)r1
e»+(7r1

w , 

where the terms to the right and left of —1 are strictly decreasing with r2. There
fore, we conclude 

T\ € (rx, fx) , 

where 
- 1 = a{ex, 0)f? +Cr? and 

- 1 = (l + ti)a(euO)r?+arX . 

This defines Li(ci), n ( e i ) - Note that ^ (e i ) has the same exponential asymptotics 
(6.7) as r(ci), which is associated to period doubling. Similarly, fi(ei) has the 
"2-hom" asymptotics (6.15) of r(t\). These facts follow from lemma 5.1. Now we 
define 

*(ei) := H 1 ( 6 1 ) ( l + C f ( e i r ) 

S(«i) := f1(e1)(l-a(61 ,0)f1(c,) e '+Cf(6i)««') . 

Then (6.24) implies that e2 lies between AC and K: 

« ( ^ I ) < (-2 < «(^i) • 

Moreover, /c has the same exponential asymptotics as | «per. Indeed, 

Km «( e i) K O ) | 1 / e i = l i m i i ( e i ) - l«(0)|1/£l = 

= e x p ( - l - A 1 a ( 0 ) / a ( 0 ) ) 

= lim I /eper(Cl) |a(0)|1/ei , 
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by lemma 6.2. Likewise, 

lim K{C1) | a ( 0 ) | ^ = 
£ l \ 0 

= lim f(Cl) |a(0)|1/£l • ( l - a ( c i , 0 ) r 1 ( e 1 ) e i + C f ( e i r ) 
t i \ o 

= 2 exp ( - D e i a(O)/a(0)) = 

= lim 2«hom(c1)|a(0)|1 /£ l , 
€ l \ 0 

by lemma 6.3. This proves the lemma. • 

To complete the proof of theorem B, it remains to detect a 2-dimensional con
tinuum C of 2-per solutions which connects the curve of period doubling solutions 
to the curve of 2-hom orbits. We construct this continuum using a topological 
multiparameter result due to [ALEXANDER & ANTMAN]. 

We briefly describe the basic idea, fixing the setting along our way. Fix small 
enough bounds e° > 0 and p°. Then choose ej > 0 small enough, depending on 
these bounds, as detailed below. We consider the box 

B = {(e, r) | 0 < e2 < e°, 0 < tx < & 0 < r < p0} , 

where the r-inequality is understood componentwise, for r0 and r\. Fix £i, for 
a moment. The corresponding section Btl of the box B is drawn in figure 6.1. 
We see the 1-per branch in the r0 = rx diagonal, the period-doubling point 
e2 = «per(ci), r0 = rx = f(e1) on that 1-per branch, and the two 2-hom points 
given by e2 = «hom(ei) and r0 = 0, ra = r(ei) or r0 = r(ei), r\ — 0. By lemma 6.2, 
the sign of the determinant A of the r-linearization of (6.1) changes at e2 = Kper 

along the 1-per branch. By the classical global Rabinowitz theorem [RABINOWITZ], 
this implies the existence of a global bifurcating continuum Cei of 2-per solutions 
(ro 7̂  r i ) from the 1-per branch. Since e2 = /cper is the only bifurcation point, 
this continuum Ctl extends to the boundary of the open box BCl. Since Ctl con
sists of 2-per solutions, the values of e2 on C£, are confined to the wedge region 
«.(ei) < e2 < «(ei). Of course, we assume here that e° is chosen such that K(CI) < e2 

for 0 < tx < ej. Since CC1 extends to the boundary bdy B(1, the closure clos CCl, 
intersected with bdy Bei, consists precisely of the two 2-hom points. The following 
lemma gives a 2-dimensional account of this 1-dimensional result, including the 
parameter e\ which was held fixed above. For the notion of topological dimension 
see e.g [HUREWICZ & WALLMAN]. 
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1-hom 

Figu re 6 .1 : Bifurcation within the box BC1 for fixed small positive ej. 
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6.5 Lemma: Consider system (6.1) in the open box B constructed above. Let 
CPer, Chom denote the period doubling and 2-hom curves, given respectively by 

Cper = {(•*, c) € clos B \ e2 = icper(ci), r0 = rx = r(ci)} , 

C h o m = { ( r > C ) e C / ° S ß « l I C2 = « h o m ( c i ) , ^0 = 0 , Tj = f ( C j ) 

or r0 = rj(ci), rx = 0} , 

(•'horn — U '-'horn • 

0<€l<£° 

T/ien f/iere ext'sfs a continuum C Q B of 2-per solutions of (6.1) (i.e. r0 ^ r j wzi/i 
f/ie following properties: 

per aj c/osC n {(r, e) G c/os # | r0 = rx} = C] 

b) closC n bdy Btl = C£om Jor 0 < Cl < 6? , 
(6.25) 

cj C Äas topological dimension 

at least 2 at every point . 

Let C+ denote the one point compactification of C, that is, C+ is closC with points 
on bdy B U Cp«. U Chom identified to a single point. Then we also have 

d) there exists a continuous and essential 

(i.e., non-contractible) map from closC+ (6.25) 

to the standard 2-sphere S2 . 

Proof: The proof is basically an application of [ALEXANDER & ANTMAN, 
theorem 2.2]. The 1-per sheet 

c2 = e2(r, ei), r0 = n = r > 0, Ci > 0 , 

which can also be parametrized over e — (ei, £2), plays the role of the trivial 
solution. Just above lemma 6.3, we have already checked the basic assumption 
of [ALEXANDER & ANTMAN]: a change of (Brouwer) degree viz. of sign A, as 
we cross the bifurcation curve Cper in the 1-per sheet. As a result, we obtain a 
continuum C of 2-per solutions such that (6.25.c,d) both hold. (In [ALEXANDER 
& ANTMAN], C is called $1.) 

To prove (6.25.a), we first claim that closC intersects the 1-per sheet at most 
in the bifurcation curve Cper. Indeed, the linearization is nonsingular outside of 
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Cper (A ^ 0) and the implicit function theorem applies, isolating the 1-per sheet 
from 2-per solutions. Also, clos C cannot contain points in 

{(r, t) G bdyB | r 0 = r 1 } \ C p e r . (6.26) 

Indeed, closC is confined to the wedge region 

{(r, c) | K(a) <e2< R(e1)} . (6.27) 

In this wedge, nonzero solutions with r0 = rx and with r0 G {0, 8°) or ej G {0, e°} 
°r t2 € {0, €2} do n ° t exist. This proves our claim. 

Next we claim that closC contains Cper. Indeed, as we have shown above, the 
Brouwer degree, viz. sign A, changes across c2 = «Per(ei) for any fixed c\ > 0. 
Therefore, closC D C^ by [ALEXANDER & ANTMAN, theorem 2.2]. This proves 
(6.25.a). 

To prove (6.25.b), we first claim 

closC (1 bdyBCl C C^m . 

Indeed, the left-hand side is contained in the wedge region (6.27). But closC 
nbdyBei, in that region, can consist only of 2-hom points and possibly zero. All 
these points are in C^om. 

To complete the proof of (6.25.b), we also claim 

closC n bdyBti D C£om . 

Indeed, consider any ei-section Cei of C, ex > 0. By [ALEXANDER 8z ANTMAN, p. 
349], the section Cei is not contained in any compact subset of the box section Btl, 
because closCtl cannot contain any point on the 1-per sheet except for the unique 
bifurcation point on Cp„ with e = (ei, /cper(e1)). Therefore, 

closCei n bdyB^fi . 

In other words, clos Ctl contains at least one of the two points 

£2 = Khom(ei), r0 = 0 , rx = rx(ei) 

or r0 = r^ej) , rx = 0 

which constitute Chom- By t n e symmetry r0 «—> rj of (6.1), we may then assume 
that clos C£, also contains the other point. This proves our claim. 

A minor point remains to-be settled. Augmenting Cei by its symmetric counter
part, as above, could have destroyed the existence of an essential map (6.25.d), 
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in principle. We claim this does not happen. Indeed C+ consists of three disjoint 
sets: 

CQ : the collapsed point, 

C^ : points in C with r0 < ri , 

C£ : points in C with r0 > n . 

Evidently, we can omit either C< or C> from C+ and still find an essential map 
into 5 2 ; say 

C+ U C+ —-• S2 . 

Extending this map to C> such that orbits under r0 <—v rx get mapped to the 
same point, we find a symmetric continuum C for which (6.25.d) still holds. 

This completes the proof of lemma 6.5, and the proof of theorem B. • 
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7. Discussion 

We put our main theorems A, B in a variety of perspectives. First we compare and 
contrast our results, as they stand, with earlier work by other authors. Then we 
re-emphasize a central weakness of our approach via Ljapunov-Schmidt reduction: 
we have lost control over N-horn/N-per orbits with N > 2. We indicate, how this 
defect can be remedied by constructing a suitable center manifold. Because our 
discussion of Poincare return maps has caused us a lot of technical troubles, so 
far, we also explain why another idea, which is based on exponential dichotomies, 
does not work as well for homoclinic bifurcations. Hard core applications of our 
results are very scarce, so far. We relate this deplorable fact to the lack of nu
merical pathfollowing schemes for homoclinic orbits. After pointing out analytical 
difficulties with our results in infinite-dimensional settings, we return to the path-
following question from a global, theoretical point of view. We sketch an idea for 
an emerging index theory for paths of homoclinic orbits which hopefully should 
bridge the gap between local "birth" of homoclinic orbits at 5-points and, on the 
other side, chaotic dynamics of the Shilnikov type. We summarize some known 
ingredients, but much more still remains to be done. 

Postponing further speculation, for a little while, let us return to the homoclinic 
side-switching bifurcation. According to theorem A, this bifurcation is associated 
to non-twisted homoclinic orbits and can therefore occur for vector fields in the 
plane. Indeed, [SANDERS & CUSHMAN] (1984) have found resonant side-switching 
to occur in the (autonomous) equation for a Josephson junction 

y - -s in 6̂ -1- e(a - (1 +-ycos(j>)y) , 

with <j> € S1, e small positive, and with real parameters a, 7. They obtain 
resonant side-switching near a — 1 6 / 3 T , 7 = 1. In particular, the correct asymp
totic expression for the per-fold, given in (1.16), was obtained in [SANDERS &; 
CUSHMAN, (5.11)]. This includes the computation of a0 and of the finite limit in 
(1.16). Their explicit computations are based on averaging of a perturbed pendu
lum equation, Picard-Fuchs equations, and associated Riccati equations. On the 
other hand, our much less explicit approach carries over to vector fields which are 
far from a Hamiltonian structure and to vector fields in higher space dimensions. 
An earlier reference which is closely related to resonant side-switching is [LEON-
TOVICH] (1951). There, it is stated in theorem 3 (putting n = 0, Co = 0, ax ^ 0) 
that up to two periodic orbits can co-exist for perturbations of a resonant homo
clinic orbit in the plane. Still for planar C2 vector fields, [NOZDRACHEVA] (1979) 
essentially obtained theorem A. Tangency of the per-fold at ej = 0 was noticed, 
but the asymptotic expression (1.16) was not derived. 

The bifurcation of 2-hom orbits is a question which was first addressed by [YANAGIDA 
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(1986) in a travelling wave context as follows. Let 

Ct = DU + G(a2, C) , x € IR , a2 € IR (7.2) 

be a reaction diffusion system with nonnegative diagonal diffusion matrix D and 
with nonlinearity G. Then special solutions of the form ( = ((x + ct), called 
travelling waves, satisfy the ODE 

0=-c( + D( + G(a2,() , . ( 7 . 3 ) 

which is of the form 
i = F ( a , C ) , (1.1a) 

with suitably defined z and with a = (o^, c*i) := (c, a2) . Specifically, Yanagida 
considers 2-hom orbits to an equilibrium with unstable dimension 1 (n = 1, in our 
notation). This assumption enables him to treat the Poincare map directly, avoid
ing Shilnikov variables like (s,xin, yout). Unfortunately, he completely linearizes 
F near the equilibrium z = 0 and then omits terms which are of higher order, 
formally. Linearizations of class Ck, (k > 1 to preserve tangencies), require cer
tain diophantine nonresonance conditions on the eigenvalues. For linearization of 
flows which do not contain parameter, see e.g. [BELITSKII, STERNBERG 1-2, SELL 
1-2]. In particular, our system violates the Sternberg condition of order 3 as soon 
as z G IR, due to resonance. For smooth normal forms in the plane at resonance 
see [BOGDANOV 3]. We point out that the linearization question is related to the 
exponential expansion (3.9), at least for z € IR ; see [DENGl, section 6]. Anyway, 
Yanagida derives the correct (truncated) reduced normal form equation for 2-hom 
orbits, concluding existence in the twisted and nonexistence in the non-twisted 
case. We have now confirmed these results, extending them to higher unstable 
dimension and deriving exponential asymptotics of the bifurcation curve Khom- As 
we have mentioned in section 2 above, [GLENDINNING 2] (1987) has computed 
both the asymptotics for K^om and /cper for the truncated reduced normal form. 
He claims that reduction to this truncated form can be achieved "via standard 
techniques". In a way, we have shown that he is right: a posteriori, and modulo 
some subtleties described below. We note here already that even the discussion of 
the reduced normal form equation (4.13) is a nontrivial task, since a systematic 
theory of equations where parameters enter in the exponents, i.e. transcendentally, 
does not exist. In particular, it is not clear how to neglect terms "of higher order". 
[KOKUBU 1] (1987) also notes the linearization flaw in Yanagida's presentation, 
announcing an alternative proof. Accidentally, the crucial twist condition is miss
ing in his statement of Yanagida's result [KOKUBU 1, theorem 3]. Writing this 
discussion, we obtain the preprint [KOKUBU 2] (1988) which, in theorem D, gives a 
correct version of Yanagida's result in three space dimensions (n = 1, m = 2). The 
proof avoids linearization and relies on the Shilnikov expansion given in proposition 
3.2 above. The method of proof differs from ours. In particular, periodic orbits 
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are not discussed and the homoclinic orbits are not obtained through a Ljapunov-
Schmidt reduction. Instead, a transversality assumption is made. Specifically, the 
existence of an (m + l)-dimensional invariant manifold W3U is used, which is as
sumed to be tangent to TQWa © span(e+) at z — 0. A manifold WU3, tangent to 
TQWU © span(e~), can be defined analogously. Transversality is assumed for the 
intersections 

wu n wu , w n wua . 
This assumption enters already into continuation of the primary 1-hom branch. 
Existence of Wau, Wu' entails a loss of regularity. These manifolds can be assumed 
to exist of class C , if the spectrum of the linearization at z — 0 satisfies the gap 
condition 

min(/ii, i>\) > k • max(/z0, ^o) 

in the notation of assumption (1.6); see [HlRSCH &: PUGH &: SHUB, section 5, 
VANDERBAUWHEDE]. Generically, this forces us down to (^-regularity through
out. In contrast, we obtain a 2-hom curve /Chom which is smooth except at bifur
cation. [KOKUBU 2] notices tangency of /Chom to the 1-hom curve but does not 
derive the exponential expansion 

0 < lim «ho^ej) K | l A l < oo . 

However, the main thrust in [KOKUBU 2] is on heteroclinic phenomena. This 
explains why periodic orbits are not considered. 

We emphasize that Yanagida has, at least formally, found two other generic mech
anisms for non-resonant homoclinic doubling besides the resonant case, assuming 
Ho > VQ, see [YANAGIDA, theorem 3.3]. Geometrically, these other two mecha
nisms work as follows. Suppose we follow a path of homoclinic orbits z*(t), varying 
the parameter or along a curve. Then, 

lim z*(t)l \z*(t)\ 

might switch from the principal stable eigenvector —c~ to e~ itself, somewhere 
along this curve. In between, there will be a parameter value, viz. a bifurcation 
point, where the above limit is a non-principal eigenvector. This is the first mech
anism. Alternatively, the unstable manifold Wu can intersect W{oc at the point 
q in an exceptional position, so that the strong A-Lemma 3.3 does not apply. In 
other words, the status of the homoclinic orbit z*(t) switches from twisted to non-
twisted at some (bifurcation) point along the parameter curve. This is the second 
mechanism which leads to homoclinic doubling. Both mechanisms are discussed 
under the, hopefully unnecessary, assumption n = 1 for the unstable dimension. 
At this stage, it seems likely that all generic mechanisms for homoclinic doubling 
involving real principal eigenvalues have been found. Strictly speaking, however, 
we are still lacking rigorous necessary criteria for homoclinic bifurcations. For 
reasons of space, we cannot pursue these questions any further here. 
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It is a central weakness of our approach tha t we lose control over N-pei/N-hom 

orbits, N > 3, in our analysis of the reduced normal form 

r i + i = e2 + a(e)r}+<> + 0 ( | r | 1 + " ) , j (mod N) , (4.13) 

for r = (r0 , . . . , rN^t). As we have noticed in section 2, the O-term is the reason 
why (4.13) does not describe an iteration of a single monotone scalar function, 
for which iV-per/iV-hom orbits with N > 3 could not occur. This subtlety seems 
to have escaped the attention of some authors. We briefly describe two different 
angles of attack to the problem. 

First, we can approach the problem algebraically. For example, consider the non-
twisted case a > 0, viz. a > 1. For N = 2, it can be shown tha t no additional 
solutions occur besides those with rQ = ri — r, which are seen for N = 1 already. 
Indeed, suppose 0 < ro < r i . Then we can reconsider the proof of lemma 6.4, this 
time for a > 1 rather than a < — 1. We obtain a contradiction from (6.22), since 
both a and <r£l are positive. For N > 3, however, these essentially scalar convexity 
arguments fail. In particular, we are not able to gain sufficient control over (4.13) 
to exclude the existence of jV-per solutions algebraically. 

Second, let us approach the problem more geometrically. Suppose there exists 
a two-dimensional center manifold attached to the homoclinic orbit z*(t), which 
describes bifurcations just as in the case of a periodic orbit. In a Poincare section, 
we then have a one-dimensional invertible return map . Thus TV-per orbits with 
N > 3 cannot occur nearby, since they would have to lie on the center manifold. 
But: does there actually exist such a center manifold Wcl We sketch how Wc 

might be constructed, at least of class C 1 , following an idea which was pointed out 
to us by J. Guckenheimer. Basically, one would like to use the (m-f-1)-dimensional 
manifold Wsu, tangent to T0W

a © span(e~) , which we have mentioned above in 
the context of [KOKUBU 2]. Jus t assume that Wau and Wua intersect transversely 
along the orbit T = {z*(t)} at a = 0 and define 

Wc = Wsu (1 Wus ; 

obviously dim Wc = 2. If Wau and Wus are constructed very carefully, then Wc 

will contain all orbits which remain in a tubular neighborhood U of the homoclinic 
orbit T. In particular, all iV-hom and N-per orbits will lie in Wc, as required above. 
For a similar approach to a simplified model of the Lorenz system see [ROBINSON]. 

Constructing W3U, Wua for this purpose involves the following subtlety. The vector 
field F has to be modified such tha t Wau, e.g., can be constructed globally to 
consist of all those trajectories which do not escape to infinity at a rate faster than 

e(*o+<)< j ^ ^ _ 

Usually, F is allowed to be modified everywhere outside a small neighborhood of 
the origin [HlRSCH & PUGH & SHUB, section 5A, V A N D E R B A U W H E D E ] . For our 
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purposes, however, F must not be modified in a tubular neighborhood U of the 
entire homoclinic loop I\ Therefore, constructing Wc will be a not so standard 
task, involving a global extension of the vector field to an appropriately chosen 
bundle over the homoclinic loop I\ Once Wc is shown to exist, there remains a 
question about (linearized) stability of the bifurcating 1-per and 2-per solutions. 
We hope that a "principle of reduced stability" in the sense of [KlELHÖFER & 
LAUTERBACH] holds: this would allow us to determine stability of the periodic 
solutions directly from the reduced normal form (4.13). 

An alternative approach to pathfollowing of homoclinic orbits, based on exponen
tial dichotomies, can be sketched as follows. We rewrite (1.1) as 

f(a, *(•)) := -i(t) + F(a, z(t)) = 0 , 
(7-4) 

T : IR2 x Zx —• Z0 

where Z t, i = 0, 1, are suitably chosen Banach spaces like B ClQR, IRm+n) with 
the uniform sup-norm, or like the Sobolev spaces H'QR, IRm+n). It follows from 
[PALMER, lemma 4.2] that the linearization 

D. Ho, *•(•)) 

at the homoclinic orbit z*{-) is a Fredholm operator of Fredholm index zero. The 
results in [PALMER] are based on exponential dichotomies of certain families of 
projection operators along the orbit z*(t). Note that i '(-) is always in the ker
nel of Dz J-(0, z*(-)). Assuming surjectivity of the total derivative D T makes 
pathfollowing of homoclinic orbits amenable to an application of the implicit 
function theorem, and even to global continuation techniques. The formulation 
(7.4) has a fundamental drawback, however, when it comes to bifurcation prob
lems. For illustration, consider resonant homoclinic doubling (theorem B). As 
t\ \ 0, e2 = fchom(^i)5 the 2-hom trajectory {z(t) \ t € IR} tends to the 1-hom 
trajectory {z*(t) | t 6 IR} in phase space z G IRm+n. In contrast, z(-) does not 
tend to z*(-) in any of the function spaces ZQ or Z\. In fact, £(•) does not have a 
limit for ex \ 0. A similar obstacle arises, when we try to capture periodic orbits 
limiting on a 1-hom at a blue sky catastrophe in the functional analytic framework 
of (7.4). 

Hard core applications of our results are scarce. Resonant side-switching, as we 
have mentioned above, was found by [SANDERS & CUSHMAN] (1984) to occur 
in the Josephson junction. [YANAGIDA] (1986) presents his result in the frame
work of a "generalized nerve equation introduced by [FlTZHUGH]", without be
ing entirely specific about the underlying nonlinearities. Actually, this situation 
is somewhat reminiscent of period doubling, which is hardly ever detected an
alytically for a concrete given system. Rather, there are numerical pathfollow
ing routines for periodic orbits which find period doublings in a broad variety of 
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applications. See for example [DOEDEL & KERNEVEZ, MAREK & KUBICEK, 
SEYDEL]. Efficient pathfollowing codes for homoclinic orbits in two parameters 
do not exist. In AUTO [DOEDEL & KERNEVEZ], homoclinic orbits are treated 
as periodic orbits of "large" period. The special structure of homoclinic or
bits near stationary solutions is thus ignored. Concerning the numerical treat
ment of one-sided asymptotic boundary value problems we mention [de HoOG & 
WEISS, LENTINI & KELLER]. Note that, in the functional analytic framework 
of (7.4) above, a homoclinic orbit z*(t) solves the boundary value problem (7.4) 
with the two-sided asymptotic boundary condition z*(t) -* 0 for t —> ±oo. Of 
course, this setting suffers from the above mentioned difficulties at bifurcations. 
The exponential asymptotics (1.16), (1.18-19), (5.9), (6.7), (6.15) pose an even 
more aggravating obstacle. For example, consider resonant homoclinic doubling 
(theorem B). Then the 2-hom branch is close of order 

|ao|- l A l , «o < - 1 , (7.5) 

both in parameter and in phase space, as we move away from the bifurcation 
point along the 1-hom branch by an arclength of t\ > 0. For moderate a0 — 
—2, ei = 0.04, the quantity (7.5) is still as small as 3 • 10 - 8 . Such effects are hard 
to detect in numerical case studies. For completeness, we mention that 2-hom 
orbits were detected analytically in a FitzHugh-Nagumo system with a complex 
pair of principal eigenvalues rather than real eigenvalues; see [EVANS & FENICHEL 
h FEROE, FEROE, HASTINGS] (1982). This is related to a celebrated result by 
[SHILNIKOV 2] (1964), predicting shift dynamics near certain homoclinic orbits of 
flows. We return to this phenomenon at the end of this section. 

One potential class of applications is concerned with infinite-dimensional dynam
ical systems. Specifically, we think of reaction diffusion systems, viz. analytic 
semigroups, and of differential equations involving time delays. We caution the 
reader, that it is not clear at present how to carry over the fundamental expansion 

yin = rty + Ry) 
(3.9) 

3-out = r V ^ ^ + Ä,) 

to such infinite-dimensional semiflows. In fact, the proof of (3.9) involves flows 
in both positive and negative time direction; see [DENG 1]. Therefore, we do not 
claim that our results hold, e.g., for reaction-diffusion equations. Techniques are 
being developed, though, to study homoclinic and heteroclinic orbits for infinite-
dimensional semiflows in a more systematic fashion. We mention results on the 
blue sky catastrophe and an infinite-dimensional A-Lemma [CHOW & DENG], and 
the results by [LlN, HALE &: LIN] involving an exponential dichotomy setting as in 
(7.4) for functional differential equations. For inclination lemmas and bifurcations 
of homoclinic/heteroclinic orbits for functional differential equations see also the 
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fundamental papers [WALTHER 1-5]. For a detailed and explicit investigation of 
heteroclinic orbits of scalar reaction diffusion equations in one space dimension 
see [BRUNOVSKY & FIEDLER 2 -3 , ANGENENT & FIEDLER] and the references 
there. A scalar delay equation was treated in [FIEDLER & MALLET-PARET], in a 
similar spirit. Representing an entirely different line of thought, we finally mention 
[KlRCHGÄSSNER 1-3, FISCHER] where homoclinic orbits of small amplitude are 
detected via a reduction to a finite-dimensional center manifold. These results 
essentially deal with PDEs of elliptic type in unbounded domains like strips or 
cylinders. The homoclinic structure arises via appropriate boundary conditions at 
infinity in a setting which is an infinite dimensional version of (7.4), even though 
an elliptic system does not define a dynamical system, a priori. Time in (7.4) 
gets replaced by the unbounded space coordinate of the elliptic system. For the 
"nonautonomous" case, in this sense, see [KlRCHGÄSSNER 2 - 3 , MlELKE 1-2] 
and the references .there. Global continuation of homoclinic orbits is possible in 
principle, see e.g [KlRCHGÄSSNER, AMICK &: KlRCHGÄSSNER], but suffers from 
the inherent drawbacks of the setting (7.4) which we have described above. 

Returning to finite-dimensional questions, we mention the problem of nonau
tonomous perturbations. For example, consider 

z(t) = F(a,z(t)) + eh(t) a = ( a x , a 2 ) , 

for periodic forcing h with small amplitude |e|. Fixing e ^ 0 small, it is a difficult 
question to study the dynamic behavior of the corresponding two-parameter family 
of period map diffeomorphisms, as a varies in a neighborhood of a (non-twisted 
or twisted) homoclinic bifurcation associated to e = 0. For an example concerning 
a homoclinic orbit hitting a stationary fold in the Josephson equation as in figure 
7.3 below, see [SCHECTER 2]. 

Hamiltonian systems and time reversible systems are other classes of equations 
which we have excluded here. It is a common feature of these systems that any 
linearization at any equilibrium has symmetric spectrum, i.e. 

/x 6 spec <£=£• — fi € spec . 

In particular, any homoclinic orbit with real principal eigenvalues is automatically 
resonant in our sense (1.9). In this context, we remember that resonant side-
switching was found by [SANDERS &; CUSHMAN], perturbing the (Hamiltonian) 
mathematical pendulum. We are not aware of any results on resonant homoclinic 
doubling for Hamiltonian or reversible systems. For a discussion of certain Hamil
tonian systems with periodic orbits, homoclinic orbits, and heteroclinic loops see 
[HOFER & TOLAND]. 

After these excursions, let us now reconsider our original generic two-parameter 
problem 

z = F(a, z) , a € IR2 • (1.1«) 
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Broadening our view, in the remainder of this section, we address some questions 
about global pathfollowing of homoclinic orbits. As a starting point, we resume our 
discussion of ^-points, alias the Arnold-Bogdanov-Takens singularity, from section 
1 (see (1.4) and figure 1.1). At a B-point, as we recall, a path of homoclinic orbits 
starts (or terminates). As a goal, we would like to define an orientation of these 
paths in parameter space, globally, such that we can follow oriented paths "as far as 
possible" without ever cycling back onto a previously followed piece of the path. 
Instead of rendering this goal artificially precise, we now define an orientation. 
Then we will see, what this does for us. Our attempt is much in the spirit of 
[MALLET-PARET & Y O R K E 1,2], [ALLIGOOD & M A L L E T - P A R E T & YORKE] , 

[CHOW & M A L L E T - P A R E T & YORKE] , [FIEDLER 1,2]. 

As a prerequisite, we define an index $ € {—1, 0, +1} for a hyperbolic periodic 
orbit 7 = {z(t) \ 0 < t < p) of minimal period p > 0. Hyperbolic means 
that 7 does not possess Floquet multipliers on the unit circle, except the trivial 
one. Let <r+, a~ denote the number of real Floquet multipliers in the intervals 
(1, oo), (—oo, —1), respectively, counting algebraic multiplicities. Then the orbit 
index $ is defined as 

*:=^((-ir++(-ir++<T") • (7-6) 

This orbit index $, defined first in [MALLET-PARET & YoRKE 1] (1979), turns 
out to be a local homotopy invariant for periodic orbits of generic one-parameter 
vector fields. 

Equipped with the orbit index $, we can now define an orientation of certain 
homoclinic paths in parameter space. We assume that periodic orbits 7 near the 
homoclinic orbits occur only for parameters a on one side of the local path segment 
which we consider (see figure 7.1). We then orient the homoclinic path segment 
such that the periodic orbits 7 are on the right if $ = -fl. If $ = —1, then we 
want 7 to be on the left. If $ = 0, then we refuse to define an orientation. 
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Figure 7.1: Orienting homoclinic paths 

How compatible is this definition with the local bifurcation picture at a £?-point? 
Note that a~ = 0 and hence $ ^ 0, near a ß-point. Therefore, the homoclinic 
path can be oriented. Following its orientation, the homoclinic path can either 
emanate from the 5-point, or it can terminate there. These two cases fit nicely 
with the index B of B-points, which was defined in [FIEDLER 2] for the purpose 
of global Hopf bifurcation. Specifically, B = +1 when a homoclinic path emanates 
and B — — 1 at termination. The index B is defined in local terms and is easily 
accessible numerically. See the code BALCON [FIEDLER & KUNKEL 1,2] which 
is based on ALCON [DEUFLHARD & FIEDLER & KUNKEL]. 

What happens to the orientation, far from £?-points? Consider resonant side-
switching, first. By theorem A, figure 1.3.a, there are two 1-per solutions at pa
rameters a in the region II. Their respective orbit indices $ are opposite in sign 
(or are both zero), by homotopy invariance near the fold curve e2 = «(ei). One of 
the periodic orbits continues to a blue sky catastrophe at the right 1-hom branch 
t\ > 0, C2 = 0. The other orbit continues to the left 1-hom branch t\ < 0, e2 = 0. 
Since the 1-per orbits have opposite index $ and approach the 1-hom branch from 
opposite sides, the orientation of the 1-hom branch is defined consistently on both 
sides of the bifurcation point e = 0. 

As a second example, consider resonant homoclinic doubling (theorem B and figure 
1.3.b). To determine all orientations, fix c2 small positive and vary only t\. Cross
ing the «per-region in the 1-per sheet from left to right, we see that the number 
o~ of Floquet-multipliers in ( -co , —1) changes by one. Thus $ = 0 on one side, 
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and $ ^ 0 on the other side. Suppose $ = + 1 , for dcfinitcncss, as in figure 7.2. 
For simplicity, also suppose that the 2-per sheet is confined to the region IV and 
is parametrized over c. Then $ on the 2-per sheet can be computed, by homotopy 
invariance of $ , near the period doubling curve c2 = KPer(ei)-

1 -hom 1 -hom 

Figure 7.2: Two cases of resonant side-switching 

If no further period doublings occur on the 2-per sheet (leading to 4-per solutions) 
then $ extends, constantly, to the 2-hom branch. This defines an orientation of 
the 2-hom branch, as in figure 7.2. We conclude that, in each case, precisely two 
of the three homoclinic half-branches are oriented, and this orientation extends 
consistently through the bifurcation point. These arguments can be extended 
to cover the case when the 2-per sheet is neither confined to the region IV nor 
parametrized over e. However, due to the difficulties which we have described 
above, we cannot exclude the possibility of further period doublings from the 2-
per sheet which would lead to 4-per orbits. In fact, we are lacking control over 
iV-per orbits with N > 3. This difficulty does not arise for resonant side-switching 
because 2-per orbits do not exist, in that case. 

Of course, the above remarks do not constitute a global bifurcation result for paths 
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of homoclinic orbits. Other bifurcations can occur. We briefly mention some of 
the known results. But we do not tie these results in with our index theory, this 
t ime. 

We have already mentioned above tha t non-resonant mechanisms for homoclinic 
doubling were found by [ Y A N A G I D A ] . Now let us consider the base point A of 
a homoclinic orbit z*(t), tha t is, the stationary point to which z*(t) tends for 
t —> ±00 . In the previous sections we have discussed at length what happens 
when the principal eigenvalues at A become resonant. Now suppose one of the 
principal eigenvalues becomes zero. Generically, this means that the homoclinic 
path hits a fold line in parameter space while the base point A hits the fold. This 
situation was studied by [LUKYANOV] (1979) and [SciIECTER 1] (1985) for z € IR2. 
The bifurcation diagram is sketched in figure 7.3. It was noted by [SciIECTER] 
tha t the hom-curve hits the fold curve tangentially rather than transversely. Cor
responding results for higher dimension of z are now avialable; see [ClIOVV & LlN, 
D E N G ] (1988). Also in higher space dimension, but in one-parameter systems, the 
generation of (unique) periodic orbits from homoclinic orbits with base point on a 
fold was studied by [SlHLNIKOV 1,3] (1962, 1966). [SlllLNlKOV 6, AFRAIMOVICH 
& SHILNIKOV] (1969, 1974) also have observed that a fold point A , with p > 2 
distinct homoclinic orbits at tached to it, generates nearby dynamics which is equiv
alent to shift dynamics on p symbols. Evidently, this situation can arise during 
a pathfollowing process when p pa th segments successively hit a stat ionary fold, 
each time as in figure 7.3, and then co-exist. In other words, the very intriguing 
results by [SlHLNIKOV 6, AFRAIMOVICH k SlHLNIKOV] indicate how pathfollow
ing of homoclinic orbits can lead to regions with chaotic, i.e. shift-type, dynamics 
near a stationary fold. 

stationary K 

fold 

Figu re 7.3: A homoclinic path hitting a stationary fold. 
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At this stage, it seems natural to ask what happens when the base point approaches 
a Hopf bifurcation along the homoclinic path. Long before that can happen, 
however, another celebrated result by Shilnikov takes effect. Namely, we may 
assume that both principal eigenvalues are in fact conjugate complex pairs, or 
that one of them is real, say v0 > 0, while the other "one" is a conjugate complex 
pair, say — fi0 ± iix>o, such that 

0 < / x o < f o • (7 -7 ) 

In both cases, nearby shift dynamics on a countable alphabet was discovered, 
generically. See [SHILNIKOV 2,4,7] (1965, 1967, 1970). A discussion of some of 
these results is given in [DENG 3] (1988), with an emphasis on exponential expan
sions of the Shilnikov variables like (3.9). For a (^-version of (7.7) with z € IR see 
also [TRESSER] (1984). For applications of these ideas in the FitzHugh-Nagumo 
equations see [EVANS & FENICHEL & F E R O E , F E R O E , HASTINGS] (1982), again. 
Homoclinic tangencies of return maps occur on a dense set along homoclinic paths 
where (7.7) holds, see [OVSYANNIKOV & SHILNIKOV] (1986). The transition into 
a region where (7.7) holds was studied for two parameter vector fields in IR by 
[BELYAKOV 1,2] (1980, 1984). He detects, e.g., countably many paths of 2-hom 
and, in one of the cases, of 3-hom orbits accumulating at the transition point. See 
also [RODRIGUEZ] (1986), for the 1- hom branch. 

When (7.7) is violated, that is 

0 < vQ < no , 

then a 2-shift still occurs in IR , provided that two distinct homoclinic orbits are 
limiting onto the same base point A, thus forming a figure "8". The two symbols 
correspond to excursions along the upper/lower loop of the figure "8". In partic
ular, such a situation can arise for systems with a (reflection) .^-symmetry; see 
[HOLMES, TRESSER, GAMBAUDO & GLENDINNING & TRESSER] (1980, 1984). 
The case u0 > fi > 0 was also discussed by [TRESSER, GLENDINNING 1] (1984). 
Repeated period doublings near pairs of homoclinic orbits with real principal eigen
values and coinciding principal directions 

lim *•(*)/ |i*(*)l , 

due to ^2-symmetry, are observed by [ARNEODO & COULLET & TRESSER, K U -
RAMOTO & KOGA, COULLET & GAMBAUDO & TRESSER, LYUBIMOV & ZAKS] 
(1980, 1982-1984). For the Lorenz system, see in particular [SPARROW]. Again, 
complicated dynamics abound. 

Towards the end of our long excursion into global pathfoUowing, let us mention the 
largely open problem of bifurcation from heteroclinic cycles. From a pathfoUowing 
point of view, heteroclinic cycles arise as follows. Let A denote the base point 
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of a homoclinic orbit T, as before. Following a path in parameter space, some part 
of T might approach another stationary point B. In the limit, we have a hetero
clinic cycle: one trajectory runs from A to B and another one returns from B to 
A. As references for bifurcations from heteroclinic cycles one may consult [REYN] 

for z € IR2, [BYKOV, TRESSER] (1980, 1984) for z E IR3, when conjugate com
plex eigenvalues occur, and [RlNZEL & TERM AN, CHOW &; DENG & TERMAN 
1-2, DENG 2, KOKUBU 1-2] (1981, 1986-1988) when the principal eigenvalues 
are real. In all these cases, it is assumed that both A and B are hyperbolic with 
unstable dimension given by UA = «B = 1- In some cases, [BYKOV,TRESSER] 
find shift-dynamics of the Shilnikov type. [DENG 2], on the other hand, detects 
a phenomenon where, in parameter space, paths K0, KJ, . . . of heteroclinic solu
tions bifurcate from the heteroclinic cycle point such that the following holds. For 
a 6 «jv, the heteroclinic orbit cycles through N complete loops near the hetero
clinic cycle and only afterwards converges to A, B for t —• ±oo without cycling 
further. The basic assumption there is again a certain twist condition. [-DENG 2] 
also sketches how this bifurcation can occur in planar vector fields. In general, 
heteroclinic cycles break apart under perturbations of the vector field; generically 
they occur as a phenomenon of codimension at least two. When enough symmetry 
is present, however, heteroclinic cycles can become structurally stable. Essentially, 
heteroclinic orbits can then come to lie in certain linear subspaces which have a 
symmetry-invariance and are therefore flow invariant. Of course, this influences 
the local bifurcation diagrams as well. For interesting examples see [ARMBRUSTER 
&: GUCKENHEIMER & HOLMES, GUCKENHEIMER & HOLMES] (1988). But even 
when symmetry is not present, there remains an enormous number of largely unre
solved cases of generic two-parameter bifurcations from heteroclinic cycles. These 
cases arise when the unstable dimensions U\ or UB exceed one, possibly differing 
from each other, with real or complex principal stable or unstable eigenvalues of A 
and B. For an intricate example of heteroclinic loops in the .Z^-symmetric Lorenz 
system see [GLENDINNING & SPARROW] and also [SPARROW]. 

Each of the above cases, separately, will create a challenge to our attempt of 
sketching an emerging theory for global pathfollowing of homoclinic orbits in two-
parameter flows. On this long way still ahead, it is our firm hope that paths of 
homoclinic orbits will turn into a systematic guiding thread from easily detected 
.B-points up to regions with complicated, shift-type dynamics. 
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8. Appendix: genericity assumptions 

In this appendix, we summarize the nondegeneracy assumptions which enter into 
our main theorems A and B. 

Our first assumption was 

codim (TPWU + TPW) = 1 , (l.lO.a) 

so that TPW3 n TpW
u is given by the span of the tangent i*(0) of the homoclinic 

orbit at z*(0) = p , a = 0. Then we have assumed 

P i W" , p $ Wuu , (l.lO.b) 

so that z*(t) approaches z = 0 tangentially to the principal eigendirections eT as 
t —* ±oo. With the notation 

T,. ( 0 :=T2.(t)W
s + Tz.(t)W

u , 

we have then assumed that Tz*(to), say, avoids certain exceptional positions. In 
that case, the strong A-Lemma (proposition 3.3) implies 

lim r , . ( t ) = TQWSS®TQWU , 
t-+—oo ' 

lim T,.( t) = W © T 0 W " U . 
t—•+00 v ' 

(1.13) 

This assumption has enabled us to discern twisted and non-twisted homoclinic 
orbits. Moreover, this assumption made our Ljapunov-Schmidt reduction work, 
via the projection P® defined in (4.6). 

So far, our genericity assumptions are concerned only with the vector field F = 
F(a, z) for fixed parameter a = 0. These assumptions led to the reduced bifurca
tion equation 

*s (r, a ) = - cb(o) + C l(a) r i + 1 - c2(a) r)'^a) + 
(4.8) 

+ 0&\1+u) , i(modiV) , 

with appropriate coefficients CQ(O), c^a), c2(a), given explicitly by (4.9). The 
remaining genericity assumptions enable us to rewrite (4.8) as the reduced normal 
form 

r J + 1 = e2 + a ( e ) r ; + £ l + 0 ( | r | 1 + - ) , j(mod N) , (4.13) 

with |a(0)| ^ 0 , 1, by a parameter transformation 

a —• e = e(or) . 
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This diffeomorphism is given explicitly in (4.14.a,b). Denoting the principal un
stable eigenvalue by vQ = fo(a), with the principal stable eigenvalue normalized 
to be —fio(a) = — 1, the relevant nondegeneracy assumptions were: 

a) DQ Co(0) and DQuo(0) are 

linearly independent , 

b) Cl(0) > 0 , 

c2{a) 

(4.15) 

c) ci(a) 
7^0, 1 

Genericity of these three assumptions was discussed in the proof of corollary 4.3. 
In particular positivity of Ci(0) was generic, due to a sign convention. 

With (1.10.a-b), (1.13) and (4.15.a-c), our list of genericity assumptions is com
plete. 
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