

Hongyuan Zha*

# A Numerical Algorithm for Computing the Restricted Singular Value Decomposition of Matrix Triplets 

* Konrad-Zuse-Zentrum
für Informationstechnik Berlin
Heilbronner Straße 10
1000 Berlin 31
Institute of Mathematics, Fudan University,
Shanghai, P.R. of China

Herausgegeben vom
Konrad-Zuse-Zentrum für Informationstechnik Berlin Heilbronner Strasse 10
1000 Berlin 31
Verantwortlich: Dr. Klaus André
Umschlagsatz und Druck: Verwaltungsdruckerei Berlin

## Hongyuan Zha

# A Numerical Algorithm for Computing the Restricted Singular Value Decomposition of Matrix Triplets ${ }^{1}$ 

Dedicated to Prof. Richard S. Varga on the occasion of his 60th Birthday.


#### Abstract

This paper presents a numerical algorithm for computing the restricted singular value decomposition of matrix triplets (RSVD). It is shown that one can use unitary transformations to separate the regular part from a general matrix triplet. After preprocessing on the regular part, one obtains a matrix triplet consisting of three upper triangular matrices of the same dimensions. The RSVD of this special matrix triplet is computed using the implicit Kogbetliantz technique. The algorithm is well suited for parallel computation.
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## 1. Introduction

In [9] we introduce the concept of restricted singular values of matrix triplets (RSV) as follows.

Definition 1.1. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{m \times p}$ and $C \in \mathbb{C}^{q \times n}$, the restricted singular values (RSV) of the matrix triplet $(A, B, C)$ are defined as follows

$$
\begin{equation*}
\sigma_{k}(A, B, C)=\min _{D \in \mathbb{\mathbb { C }}^{\times \times \boldsymbol{q}}}\left\{\|D\|_{2} \mid \operatorname{rank}(A+B D C) \leq k-1\right\} \tag{1.1}
\end{equation*}
$$

$k=1, \ldots, n$ where $\|\cdot\|_{2}$ denotes the spectral norm of a matrix. A main theorem concerning the RSV is proved in [9], which is termed as RSVD theorem.

Theorem 1.1. [9], (RSVD).

1. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{m \times p}$ and $C \in \mathbb{C}^{q \times n}$, then there exist nonsingular matrices $P, Q$ and unitary matrices $U$ and $V$ such that

$$
\begin{align*}
& P A Q=\begin{array}{l}
s_{2} \\
t_{2}
\end{array}\left(\begin{array}{lll}
\Sigma_{A} & & \\
& O_{A}^{(1)} & \\
& & O_{A}^{(2)}
\end{array}\right)  \tag{1.2.a}\\
& s_{1} \quad t_{1} \\
& P B U=t_{2}\binom{\Sigma_{B}}{O_{B}^{(2)}}  \tag{1.2.b}\\
& V C Q=\left(\Sigma_{c}, \quad O_{c}^{(2)}\right)  \tag{1.2.c}\\
& t_{1} \\
& \Sigma_{A}=\quad\left(\begin{array}{llll}
I_{j} & & & \\
& I_{k} & & \\
& & I_{l} & \\
& & & \Sigma
\end{array}\right) \tag{1.3.a}
\end{align*}
$$

$$
\begin{align*}
& \Sigma_{B}={ }^{k+l}\left(\begin{array}{llll}
I_{j} & & & \\
& O_{B}^{(1)} & & \\
& & I_{s} & \\
& & & I_{s_{2}}
\end{array}\right)  \tag{1.3.b}\\
& \Sigma_{C}=\begin{array}{llll}
q-l-r-s_{1} \\
& \left(\begin{array}{cccc}
O_{C}^{(1)} & & & \\
& I_{l} & & \\
& & I_{s} & \\
& & & I_{s_{1}}
\end{array}\right)
\end{array} \tag{1.3.c}
\end{align*}
$$

where $\Sigma=\operatorname{diag}\left(\sigma_{i}\right)$ and $\sigma_{1} \geq \ldots \geq \sigma_{s}>0$.
2. Let $r=i+j+k$, denote

$$
\begin{array}{lll}
\alpha_{i}=1, & \beta_{i}=1, & \gamma_{i}=0 \quad i=1, \ldots, j \\
\alpha_{i}=1, & \beta_{i}=0, & \gamma_{i}=0 \quad i=j+1, \ldots, j+k \\
\alpha_{i}=0, & \beta_{i}=1, & \gamma_{i}=0 \quad i=j+k+1, \ldots, r \\
\alpha_{i}=\sigma_{i-j-k}, & \beta_{i}=1, & \gamma_{i}=1 \quad i=r+1, \ldots, r+s \\
\alpha_{i}=0, & \beta_{i}=1, & \gamma_{i}=1  \tag{1.4.e}\\
i=r+s+1, \ldots, r+s+\min \left(s_{1}, s_{2}\right)
\end{array}
$$

then
(i) $\quad \sigma_{i}(A, B, C)=\frac{\alpha_{i}}{\beta_{i} \gamma_{i}} \quad i=1, \ldots, r+s+\min \left(s_{1}, s_{2}\right)$
(ii) $\sigma_{i}(A, B, C)=0 \quad i=r+s+\min \left(s_{1}, s_{2}\right)+1, \ldots, n$.

For the applications of RSVD, the reader is referred to [7] and [10]. The purpose of this paper is to provide a numerical algorithm for computing the RSVD of general matrix triplets. It is organized as follows. In the second section we introduce the concept of regular RSV of a general matrix triplet, then we show how to use unitary transformations to separate a regular subtriplet which only contains the regular RSV from a general matrix triplet. In the third section we provide an efficient algorithm for preprocessing the regular sub-triplet resulted from the previous section. In the last section we discuss implicit Kogbetliantz technique applied to the product of three matrices. In this paper only complex matrices are discussed, however, the case of real matrices can be considered similarly. We use $\mathbb{C}^{m \times n}$ to denote the
set of all $m$ by $n$ complex matrices; $I_{s}$ denotes the identity matrix of order $s ; O$ with different sub- and super-scripts (e.g. $O_{A}^{(1)}$ ) denotes zero matrices with different dimensions.

## 2. Separating the Regular Sub-Triplet from a General Matrix Triplet

Definition 2.1. The triplets

$$
\begin{array}{lll}
\alpha_{i}=\sigma_{i-j-k}, & \beta_{i}=1, & \gamma_{i}=1 \quad i=r+1, \ldots, r+s \\
\alpha_{i}=0, & \beta_{i}=1, & \gamma_{i}=1 \quad i=r+s+1, \ldots, r+s+\min \left(s_{1}, s_{2}\right) \tag{2.1.b}
\end{array}
$$

in (1.4) are called the regular $\operatorname{RSV}$ of $(A, B, C)$. In other words, they are the nontrivial finite RSV of $(A, B, C)$. From the above definition and Theorem 1.1 , it is easy to obtain the following

Proposition 2.2. If a matrix triplet $(A, B, C)$ has the property that $B$ and $C$ are nonsingular, then $(A, B, C)$ only has regular RSV, and such a matrix triplet is called a regular matrix triplet.
The purpose of this section is to show that one can use unitary transformations to separate the regular sub-triplet from a general matrix triplet. The whole process consists of five steps, the transformation from one step to the next step is of the following form:
Step $k$ to step $k+1$
$\left(\begin{array}{cc}A^{(k)} & B^{(k)} \\ C^{(k)} & O\end{array}\right) \longrightarrow\left(\begin{array}{cc}A^{(k+1)} & B^{(k+1)} \\ C^{(k+1)} & O\end{array}\right):=\left(\begin{array}{cc}U_{1}^{(k)} A^{(k)} U_{2}^{(k)} & U_{1}^{(k)} B^{(k)} V_{1}^{(k)} \\ V_{2}^{(k)} C^{(k)} U_{2}^{(k)} & O\end{array}\right)$
where $U_{i}^{(k)}$ and $V_{i}^{(k)}(i=1,2)$ are unitary matrices. $A^{(k)}, B^{(k)}$ and $C^{(k)}$ are the transformed $A, B$ and $C$ at step $k$. All the submatrices are conformally partitioned. Let

$$
\begin{equation*}
A^{(0)}=A, B^{(0)}=B, C^{(0)}=C \tag{2.3}
\end{equation*}
$$

Step 1. Transform $C^{(0)}$ to $\left(O \mid C_{2}^{(1)}\right)$ such that $C_{2}^{(1)}$ has full column rank

$$
\left(\begin{array}{cll}
\left(A_{1}^{(1)} \mid\right. & \left.A_{2}^{(1)}\right) & B^{(1)}  \tag{2.4.a}\\
(O \mid & \left.C_{2}^{(1)}\right) & O
\end{array}\right)
$$

Step 2. Transform $A_{1}^{(1)}$ to $\left(\frac{A_{11}^{(2)}}{O}\right)$ such that $A_{11}^{(2)}$ has full row rank

$$
\left(\begin{array}{c|c}
\left(\begin{array}{c|c}
A_{11}^{(2)} & A_{12}^{(2)} \\
\hline O & A_{22}^{(2)}
\end{array}\right) & \left(\frac{B_{1}^{(2)}}{B_{2}^{(2)}}\right)  \tag{2.4.b}\\
\left(O \mid C_{2}^{(2)}\right) & O
\end{array}\right)
$$

Step 3. Transform $B_{2}^{(2)}$ to $\left(\frac{O}{B_{3}^{(3)}}\right)$ such that $B_{3}^{(3)}$ has full row rank

$$
\left(\begin{array}{c|c}
\left(\begin{array}{c|c}
A_{11}^{(3)} & A_{12}^{(3)} \\
\hline O & A_{22}^{(3)} \\
\hline O & A_{32}^{(3)}
\end{array}\right) & \left(\begin{array}{c}
B_{1}^{(3)} \\
\left(O \mid C_{2}^{(3)}\right)
\end{array}\right.  \tag{2.4.c}\\
\hline O
\end{array}\right)
$$

Step 4. Transform $A_{2}^{(3)}$ to $\left(A_{22}^{(4)} \mid O\right)$ such that $A_{22}^{(4)}$ has full column rank

$$
\left(\begin{array}{c|c|c}
\left(\begin{array}{c|c}
A_{11}^{(4)} & A_{12}^{(4)} \\
\hline A_{13}^{(4)} \\
\hline O & A_{22}^{(4)}
\end{array}\right)  \tag{2.4.d}\\
\hline O & A_{32}^{(4)} & A_{33}^{(4)}
\end{array}\right)\left(\begin{array}{c}
B_{1}^{(4)} \\
\hline O \\
\hline\left(O \mid C_{2}^{(4)}\right. \\
\left.\hline C_{3}^{(4)}\right)
\end{array}\right)
$$

Step 5. Transform $B_{3}^{(4)}$ to $\left(B_{31}^{(5)} \mid O\right)$ and $C_{3}^{(4)}$ to $\left(\frac{C_{13}^{(5)}}{O}\right)$ such that $B_{31}^{(5)}$ and $C_{13}^{(5)}$ are nonsingular matrices (see Proposition 2.4.).

$$
\begin{equation*}
\left(\right) \tag{2.4.e}
\end{equation*}
$$

Remark 2.3. Both the $Q R$ decomposition (with column pivoting) and SVD can be used in the above transformations, for details of QRD and SVD see [3] and [8].

Proposition 2.4. After the above five steps, the resulted matrix triplet $\left(A_{33}^{(5)}, B_{31}^{(5)}, C_{13}^{(5)}\right)$ only consists the regular RSV of $(A, B, C)$ and thus is a regular matrix triplet.

Proof. Since $B_{3}^{(4)}$ has full row rank and $C_{3}^{(4)}$ has full column rank, $B_{31}^{(5)}$ and $C_{13}^{(5)}$ are nonsingular. Let us now consider the structure of $A^{(5)}+B^{(5)} D^{(5)} C^{(5)}$, while $D^{(5)}$ are partitioned conformally with $B^{(5)}$ and $C^{(5)}$ as in (2.4.e), then

$$
A^{(5)}+B^{(5)} D^{(5)} C^{(5)}=\left(\begin{array}{c|c|c}
A_{11}^{(5)} & X_{12} & X_{13} \\
\hline O & A_{22}^{(5)} & O \\
\hline O & X_{32} & A_{33}^{(5)}+B_{31}^{(5)} D_{11}^{(5)} C_{13}^{(5)}
\end{array}\right)
$$

where $X_{12}, X_{13}$ and $X_{13}$ are possible nonzero submatrices of $A^{(5)}+B^{(5)} D^{(5)} C^{(5)}$. Since in Step 1 to step 5, all the transformations used are unitary (see Remark 2.3) and hence nonsingular, $A_{11}^{(5)}$ and $A_{22}^{(5)}$ have full row rank and full column rank respectively, then

$$
\operatorname{rank}(A+B D C)=\operatorname{rank}\left(A^{(5)}+B^{(5)} D^{(5)} C^{(5)}\right)
$$

$$
\begin{aligned}
& =\operatorname{rank}\left(\begin{array}{c|c|c}
A_{11}^{(5)} & O & O \\
\hline O & A_{22}^{(5)} & O \\
\hline O & O & A_{33}^{(5)}+B_{31}^{(5)} D_{11}^{(5)} C_{13}^{(5)}
\end{array}\right) \\
& =\operatorname{rank}\left(A_{11}^{(5)}\right)+\operatorname{rank}\left(A_{22}^{(5)}\right)+\operatorname{rank}\left(A_{33}^{(5)}+B_{31}^{(5)} D_{11}^{(5)} C_{13}^{(5)}\right)
\end{aligned}
$$

Combining the above with Definition 1.1 and Proposition 2.2, the proposition is proved.

## 3. Preprocessing of a Regular Matrix Triplet

Let $(A, B, C)$ be a regular matrix triplet $A \in \mathbb{C}^{m \times n}$ arbitrary, $B \in \mathbb{C}^{m \times m}$ and $C \in \mathbb{C}^{n \times n}$ are nonsingular matrices. We first give the following result which can be obtained from definition 1.1.

Proposition 3.1. Let the singular values of $B^{-1} A C^{-1}$ be

$$
\sigma_{1} \geq \ldots \geq \sigma_{n} \geq 0
$$

then

$$
\begin{equation*}
\sigma_{i}(A, B, C)=\sigma_{i} \quad i=l, \ldots, n \tag{3.1}
\end{equation*}
$$

For the preprocessing procedure, we distinguish two cases

1. $m \geq n$

- Transform $C$ to upper triangular form using $Q R$ decomposition $Q_{C} C=R_{C}$ where $R_{C}$ is upper triangular and $Q_{C}$ is unitary.
- Transform $A$ to upper triangular form

$$
Q_{A} A=\tilde{R}_{A}=\binom{R_{A}}{O} \begin{aligned}
& n \\
& m-n
\end{aligned}
$$

where $R_{A}$ is $n \times n$ upper triangular and $Q_{A}$ is unitary.

- Let $\tilde{B}=Q_{A} B$, transform $\tilde{B}$ to upper triangular form

$$
\begin{aligned}
\tilde{B} Q_{B}= & \left.\begin{array}{rr}
R_{B} & R_{12} \\
O & R_{22}
\end{array}\right) \\
\begin{array}{ll}
n & m-n
\end{array} & \begin{array}{l}
n-n \\
\end{array}
\end{aligned}
$$

where $R_{B}$ is $n \times n$ upper triangular matrix and $Q_{B}$ is unitary. It is easy to see that

$$
Q_{B}^{T}\left(B^{-1} A C^{-1}\right) Q_{C}^{T}=\binom{R_{B}^{-1} R_{A} R_{C}^{-1}}{O}_{m-n}^{n} \begin{align*}
& n  \tag{3.2}\\
& O
\end{align*}
$$

2. $m<n$

- Transform $B$ to upper triangular form using $Q R$ decomposition

$$
B W_{B}=R_{B}
$$

where $R_{B}$ is upper triangular and $Q_{B}$ is unitary.

- Transform $A$ to upper triangular form

$$
\left.A Q_{A}=\begin{array}{rr}
(O, & R_{A}
\end{array}\right)
$$

where $R_{A}$ is upper triangular and $Q_{A}$ is unitary.

- Let $\tilde{C}=C Q_{A}$, transform $\tilde{C}$ to upper triangular form

$$
Q_{C} \tilde{C}=\left(\begin{array}{rr}
R_{11} & R_{12} \\
O & R_{C}
\end{array}\right) \quad \begin{aligned}
& n-m \\
& n-m
\end{aligned}
$$

where $R_{C}$ is upper triangular and $Q_{C}$ is unitary.
It is easy to see that

$$
\begin{equation*}
Q_{B}^{T}\left(B^{-1} A C^{-1}\right) Q_{C}^{T}=\left(O, R_{B}^{-1} T_{A} R_{C}^{-1}\right) \tag{3.3}
\end{equation*}
$$

Summarizing (3.2) and (3.3), we can transform the regular triplet using unitary matrices to a special matrix triplet consisting of three upper triangular matrices of order $\min (m, n)$. For the detailed description of the $Q R$ decomposition and its variants see [3].
It is interesting to observe that if in step 5 of section 2 (2.4.e), $Q R$ decompositions are used to transform $B_{3}^{(4)}$ to $B_{31}^{(5)}$ and $C_{3}^{(4)}$ to $C_{13}^{(5)}$ respectively. $B_{31}^{(5)}$ and $C_{13}^{(5)}$ are already in upper triangular form. Computational work can be reduced if the following more efficient algorithm for preprocessing is applied. The idea is to combine step two and three in a single step, so that the aim now is to find unitary matrices $Q_{A}$ and $Q_{B}$ such that $Q_{A} A$ and $Q_{A} B Q_{B}$ are in upper triangular form.
We illustrate the procedure of the algorithm using a low dimension example, where we assume $m=3$ and $n=2$. As used conventionally, $\times$ represents possible nonzero entries of a matrix; $\otimes$ represents the entry to be zeroed out at the current step. The transformations used are complex Givens transformations [3].

$$
\begin{aligned}
A & =\left(\begin{array}{ccc}
\times & \times & \times \\
& \times & \times \\
& & \times
\end{array}\right) B=\left(\begin{array}{cc}
\times & \times \\
\times & \times \\
\times & \times
\end{array}\right) \\
\text { i) } \quad & \rightarrow\left(\begin{array}{ccc}
\times & \times & \times \\
& \times & \times \\
& & \times
\end{array}\right) \quad\left(\begin{array}{cc}
\times & \times \\
\times & \times \\
\otimes & \times
\end{array}\right)
\end{aligned}
$$

(This notation, in words, means complex Givens transformation is applied to row 2 and 3 of $A$ and $B$ to zero out the (3.1) entry of $B$. We will not repeat this explanation in the following steps).
ii) $\left(\begin{array}{ccc}\times & \times & \times \\ & \times & \times \\ & \otimes & \times\end{array}\right) \quad\left(\begin{array}{cc}\times & \times \\ \times & \times \\ 0 & \times\end{array}\right)$
iii $\rightarrow\left(\begin{array}{ccc}\times & \times & \times \\ & \times & \times \\ & & \times\end{array}\right) \quad\left(\begin{array}{cc}\times & \times \\ \otimes & \times \\ & \times\end{array}\right)$
iv) $\left(\begin{array}{ccc}\times & \times & \times \\ \otimes & \times & \times \\ & & \times\end{array}\right) \quad\left(\begin{array}{cc}\times & \times \\ 0 & \times \\ 0 & \times\end{array}\right)$
v) $\quad \rightarrow\left(\begin{array}{ccc}\times & \times & \times \\ & \times & \times \\ & & \times\end{array}\right) \quad\left(\begin{array}{cc}\times & \times \\ 0 & \times \\ 0 & \otimes\end{array}\right)$
vi) $\left(\begin{array}{ccc}\times & \times & \times \\ & \times & \times \\ \otimes & \times \\ \uparrow & \uparrow\end{array}\right) \quad\left(\begin{array}{cc}x & \times \\ 0 & \times \\ 0 & 0\end{array}\right)$
vii) $\left(\begin{array}{ccc}\times & \times & \times \\ & \times & \times \\ & & \times\end{array}\right) \quad\left(\begin{array}{cc}\times & \times \\ 0 & \times \\ 0 & 0\end{array}\right)$

To make the paper concise, here we omit the detailed analysis of the operation counts of the above procedure.

## 4. Implicit Kogbetliantz Technique Applied to the Product of Three Matrices

The idea of implicitly using Kogbetliantz algorithm is not new, it is firstly used in [6] for computing the generalized singular value decomposition (GSVD) in [4] for computing the singular decomposition of the product of two matrices. Recently algorithms for computing the singular value decomposition of the product of three matrices based on GSVD of [2] is proposed. In this section we derive a different algorithm which does not base on GSVD. A previous version of this algorithm which is designed for implicitly computing the SVD of $C A^{-1} B$ appeared in [5]. We assume the reader is familiar with Kogbetliantz algorithm and only present the core algorithm here i.e. algorithm for implicitly computing the $2 \times 2$ subproblem. For other issues concerning the implementation of Kogbetliantz algorithm, for example, ordering schemes, convergence analysis and systolic (parallel) implementation, the reader is referred to the above mentioned papers and the references therein.
From (3.2) and (3.3), we can assume now that $A, B$ and $C$ are upper triangular matrices of the same order $n$, furthermore let

$$
E=B^{-1} A C^{-1}
$$

and $E=\left(e_{i j}\right), B=\left(b_{i j}\right), A=\left(a_{i j}\right)$ and $C=\left(c_{i j}\right)$. It is easy to verify that

$$
\left(\begin{array}{cc}
e_{i i} & e_{i i+1}  \tag{4.1}\\
O & e_{i+1 i+1}
\end{array}\right)=\left(\begin{array}{cc}
b_{i i} & b_{i i+1} \\
O & b_{i+1 i+1}
\end{array}\right)^{-1}\left(\begin{array}{cc}
a_{i i} & a_{i i+1} \\
O & a_{i+1 i+1}
\end{array}\right)\left(\begin{array}{cc}
c_{i i} & c_{i+1} \\
O & c_{i+1 i+1}
\end{array}\right)
$$

for $i=1, \ldots, n-1$. In the following we also consider the case that

$$
\left(\begin{array}{cc}
b_{i i} & b_{i+1} \\
O & b_{i+1 i+1}
\end{array}\right) \text { and }\left(\begin{array}{cc}
c_{i i} & c_{i i+1} \\
O & c_{i+1 i+1}
\end{array}\right)
$$

are possibly singular or nearly singular, so that instead of (4.1) we consider

$$
\left(\begin{array}{cc}
f_{i i} & f_{i i+1}  \tag{4.2}\\
O & f_{i+1 i+1}
\end{array}\right)=\operatorname{adj}\left(\begin{array}{cc}
b_{i i} & b_{i i+1} \\
O & b_{i+1 i+1}
\end{array}\right)\left(\begin{array}{cc}
a_{i i} & a_{i i+1} \\
O & a_{i+1 i+1}
\end{array}\right) \operatorname{adj}\left(\begin{array}{cc}
c_{i i} & c_{i i+1} \\
O & c_{i+1 i+1}
\end{array}\right)
$$

where $\operatorname{adj}(T)$ means the adjoint of $T$. The idea of using adj is suggested in [6].

Proposition 4.1. Let $J_{1}$ and $J_{2}$ be the combination of rotations and permutations such that

$$
J_{1}^{H}\left(\begin{array}{cc}
f_{i i} & f_{i i+1}  \tag{4.3}\\
O & f_{i+1 i+1}
\end{array}\right) J_{2}^{H}=\left(\begin{array}{cc}
\hat{f}_{i i} & O \\
O & \hat{f}_{i+1 i+1}
\end{array}\right)
$$

then we can choose $2 \times 2$ unitary matrices $J_{3}$ and $J_{4}$ such that

$$
\begin{aligned}
& J_{3}\left(\begin{array}{cc}
b_{i i} & b_{i i+1} \\
O & b_{i+1 i+1}
\end{array}\right) J_{1} \\
& J_{3}\left(\begin{array}{cc}
a_{i i} & a_{i i+1} \\
O & a_{i+1 i+1}
\end{array}\right) J_{4} \\
& J_{2}\left(\begin{array}{cc}
c_{i i} & c_{i+1} \\
O & c_{i+1 i+1}
\end{array}\right) J_{4}
\end{aligned}
$$

are $2 \times 2$ upper triangular matrices.

Proof. Let

$$
\begin{aligned}
& \tilde{B}=\left(\begin{array}{cc}
b_{i i} & b_{i i+1} \\
O & b_{i+1 i+1}
\end{array}\right) J_{1}=\left(\begin{array}{cc}
\tilde{b}_{i i} & \tilde{b}_{i i+1} \\
\tilde{b}_{i i+1} & \tilde{b}_{i+1 i+1}
\end{array}\right) \\
& \tilde{C}=J_{2}\left(\begin{array}{cc}
c_{i i} & c_{i+1} \\
O & c_{i+1}+1
\end{array}\right)=\left(\begin{array}{cc}
\tilde{c}_{i i} & \tilde{c}_{i+1} \\
\tilde{c}_{i+1} & \tilde{c}_{i+1}+1
\end{array}\right)
\end{aligned}
$$

In the following we distinguish three cases

1. If $\left|\tilde{b}_{i i}\right|^{2}+\left|\tilde{b}_{i+1 i}\right|^{2} \neq 0$ and $\left|\tilde{c}_{i+1 i}\right|^{2}+\left|\tilde{b}_{i+1 i+1}\right|^{2} \neq 0$ chose $J_{3}$ and $J_{4}$ such that

$$
\begin{aligned}
& J_{3} \tilde{B}=\left(\begin{array}{cc}
\hat{b}_{i i} & \hat{b}_{i+1} \\
O & \hat{b}_{i+1 i+1}
\end{array}\right) \\
& \tilde{C} J_{4}=\left(\begin{array}{cc}
\hat{c}_{i i} & \hat{c}_{i+1} \\
O & \hat{c}_{i+1 i+1}
\end{array}\right)
\end{aligned}
$$

It is easy to see that

$$
\hat{b}_{i i} \neq 0 \text { and } \hat{c}_{i+1 i+1} \neq 0
$$

Let

$$
J_{3}\left(\begin{array}{cc}
a_{i i} & a_{i i+1} \\
O & a_{i+1 i+1}
\end{array}\right) J_{4}=\left(\begin{array}{cc}
\hat{a}_{i i} & \hat{a}_{i i+1} \\
\hat{a}_{i+1 i} & \hat{a}_{i+1 i+1}
\end{array}\right)
$$

One can derive from

$$
\left(\begin{array}{cc}
\hat{f}_{i i} & O \\
O & \hat{f}_{i+1 i+1}
\end{array}\right)=\operatorname{adj}\left(\begin{array}{cc}
\hat{b}_{i i} & \hat{b}_{i i+1} \\
O & \hat{b}_{i+1 i+1}
\end{array}\right)\left(\begin{array}{cc}
\hat{a}_{i i} & \hat{a}_{i i+1} \\
\hat{a}_{i+1 i} & \hat{a}_{i+1 i+1}
\end{array}\right) \operatorname{adj}\left(\begin{array}{cc}
\hat{c}_{i i} & \hat{c}_{i i+1} \\
O & \hat{c}_{i+1 i+1}
\end{array}\right)
$$

that

$$
\hat{a}_{i i+1}=O .
$$

2. If $\left|\hat{b}_{i i}\right|^{2}+\left|\hat{b}_{i i+1}\right|^{2}=0$ choose $J_{4}$ unitary such that

$$
\hat{C} J_{4}=\left(\begin{array}{cc}
\hat{c}_{i i} & \hat{c}_{i i+1} \\
O & \hat{c}_{i+1 i+1}
\end{array}\right)
$$

choose $J_{3}$ unitary such that

$$
J_{3}\left[\left(\begin{array}{cc}
\hat{a}_{i i} & \hat{a}_{i i+1} \\
O & \hat{a}_{i+1 i+1}
\end{array}\right) J_{4}\right]=\left(\begin{array}{cc}
\hat{a}_{i i} & \hat{a}_{i i+1} \\
O & \hat{a}_{i+1 i+1}
\end{array}\right)
$$

then

$$
J_{3} \hat{B}=\left(\begin{array}{cc}
O & \hat{b}_{i+1} \\
O & \hat{b}_{i+1 i+1}
\end{array}\right)
$$

3. If $\left|\hat{c}_{i+1 i}\right|^{2}+\left|\hat{c}_{i+1 i+1}\right|^{2}=0$ choose $J_{3}$ unitary such that

$$
J_{3} \hat{B}=\left(\begin{array}{cc}
O & \hat{b}_{i+1} \\
O & \hat{b}_{i+1 i+1}
\end{array}\right)
$$

choose $J_{4}$ unitary such that

$$
\left[J_{3}\left(\begin{array}{cc}
a_{i i} & a_{i i+1} \\
O & a_{i+1 i+1}
\end{array}\right)\right] J_{4}=\left(\begin{array}{cc}
\hat{a}_{i i} & \hat{a}_{i i+1} \\
O & \hat{a}_{i+1 i+1}
\end{array}\right)
$$

then

$$
\hat{C} J_{4}=\left(\begin{array}{cc}
\hat{c}_{i i} & \hat{c}_{i i+1} \\
O & O
\end{array}\right)
$$

Remark 4.2 The above algorithm can be easily modified when (4.3) is computed using the approximate variant proposed in [1].

## Conclusion

This paper presents a numerical algorithm for computing the RSVD of a general matrix triplets. The algorithm is based on separating the regular sub-triplet from a general matrix triplet and application of implicit Kogbetliantz technique. Through out the algorithm only unitary transformations are used which may guarantee the numerical reliability of the algorithm. Detailed implementation will be developed in connection with [7] and numerical experiments will be reported in a separate paper.
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