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Folkmar A. Bornemann 

Adaptive multilevel discretization 
in time and space for parabolic 

partial differential equations 

Abstrac t 

The present paper developes an adaptive multilevel approach for parabolic 
PDE's - as a first step, for one linear scalar equation. Full adaptivity of the 
algorithm is conceptually realized by simultaneous multilevel discretization in 
both time and space. Thus the approach combines multilevel time discretiza­
tion, better known as extrapolation methods, and multilevel finite element 
space discretization such as the hierarchical basis method. The algorithmic 
approach is theoretically backed by careful application of fundamental re­
sults from semigroup theory. These results help to establish the existence 
of asymptotic expansions (in terms of time-steps) in Hilbert space. Finite 
element approximation then leads to perturbed expansions, whose pertur­
bations, however, can be pushed below a necessary level by means of an 
adaptive grid control. The arising space grids are not required to satisfy any 
quasi- uniformity assumption. Even though the theoretical presentation is 
independent of space dimension details of the algorithm and numerical ex­
amples are given for the 1-D case only. For the 1-D elliptic solver, which 
is used, an error estimator is established which works uniformly well for a 
family of elliptic problems. The numerical results clearly show the significant 
perspectives opended by the new algorithmic approach. 
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1. Introduction 
Because I know that time is always time 

And place is always and only place 
And what is actual is actual only for one time ... 

from T.S. Eliot: Ashwednesday 

A fundamental idea for supporting the development of robust, reliable and 
efficient software is adaptivity. Whereas in the field of ordinary differential 
equations adaptive techniques are by now standard and much progress due 
to recent research has been made in the field of stationary partial differential 
equations ([14] and the literature given herein), the area of adaptivity in 
time-dependent partial differential equations, as parabolic equations, is still 
quite open, see e.g. the survey-article about parabolic Galerkin methods by 
DUPONT [15]. 

Nearly all approaches for the numerical solution of parabolic equations sep­
arate the discretization of time and space both in theory and in compu­
tations. One usually develops the theory assuming one discretization (outer 
discretization) to be carried out first, which leads to a so-called ssmi-discrete 
problem. After investigating the thus arising type of problem one continues 
to perform the second discretization (inner discretization), ending up with 
a fully discrete scheme. As long as one uses time-independent uniform or 
quasi-uniform space grids and fixed time steps, the sequence of discretiza­
tions (first space then time or vice versa) does not matter. For this context 
the method is well analyzed (THOMEE [36] for Galerkin-methods in space). 
However, for highly non-uniform grids, possibly varying in time, and adap­
tive time steps the sequence of discretizations does matter. In addition, the 
inner discretization can be carried out most easily using adaptive methods, 
whereas one may run into trouble for the outer discretization. 

As an illustration consider the method of lines. Discretization in space first 
leads to a block system of ordinary differential equations (ODE's), which 
can be solved by the available variable-step, variable-order methods very 
efficiently, that means the inner problem is solved accurately and efficiently, 
however, ignoring the PDE context. But after all one is interested to solve 
the parabolic problem, so one has to consider errors introduced by the mesh, 
which one cannot expect to be uniformly small for all time-layers. In the 
1-D case BlETERMAN and BABUSKA [6, 7] (Galerkin method in space) con­
structed an a-posteriori error estimator for the parabolic problem to over­
come this difficulty. At fixed time-points they produce a new mesh (regrid-
ding), possible doing the last outer time step again by solving an ODE-
system. MILLER and MILLER [26] optimize the grid in a finite element 
method while integrating the ODE's - "moving finite elements", thus end-
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ing up with a differential-algebraic system. This approach is intimately tied 
with a fixed number of space nodes - at least, within each outer time step. 
If a dramatic change of the number of degrees of freedom is required one has 
to regrid. Controlling of the complex error propagation introduced by fixing 
the mesh or the number of nodes over long time layers is difficult and might 
be nearly impossible in the nonlinear case. Regridding at fixed times may 
in general be "too late". Adaptivity here would call for a second time-step 
control mechanism (when to regrid) - the first being implemented in the 
ODE-package. 

For this reason the other discretization sequence, first time then space, seems 
to be clearly preferable, and is chosen here. With that sequence it is prac­
ticable to perform, what the above difficulties strongly advise - a multilevel 
matching of the inner and the outer discretization, which involves solution of 
the inner problem up to an accuracy matched with the accuracy of the outer 
problem. 

The top levels consist in a low order one step discretization in time with 
extrapolation in Hilbert-space, which yields variable time steps and variable 
orders controlled by the problem up to a given accuracy. These levels require 
the solution of several elliptic problems up to an individual accuracy com­
puted by the above levels. These elliptic problems will be solved again by 
multilevel methods, which produce the adequate individual space-meshes. 

This matching seems to be quite natural and this work will show, how it has 
to be done in detail - on a thorough theoretical basis. 

The necessary theory is developed in Chapter 2. Firstly existence the­
ory in the framework of semigroups yields the implicit Euler scheme, sec­
ondly asymptotic expansions demanded for extrapolation in the appropriate 
Hilbert-space are derived. 

In Chapter 3 we will explain the multilevel principle used and how the table 
of extrapolation controls the adaptive meshing in space. In contrast to the 
foregoing two chapters, which do not depend on the space dimension, we 
will be concerned in Chapter 4 with special questions arising while imple­
menting the ideas in the 1-D case. These are mainly questions in connection 
with the elliptic solver. In Chapter 5 the 1-D program KASTIX (KASkade 
Time-dependent with extrapolation) will be introduced, and some numerical 
examples are given. 

In the opinion of the author the advocated approach seems to be promising 
and encouraging. The present restriction to scalar parabolic equations is 
understood as a first step. 
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2. Theory of time—diicretization 
In this chapter we shall develop the theory necessary to justify the semi-
discrete part of the algorithm explained in chapter 3. Existence of solutions 
for the parabolic problem is shown using semigroups, which enlightens the 
distinct role of the time variable as already indicated in the introduction. 
The proof we have chosen directly leads to a discretization in time for which 
asymptotic expansions of the global error are derived in order to get a sound 
theoretical basis for the procedure of repeated extrapolation. 

2.1 The parabolic problem and notation from 
semigroup theory 

Throughout this chapter the following notation and assumptions are valid. 

Let 0 ClRn be a bounded domain and A(x, D) a strongly elliptic differential 
operator of order 2m in divergence form 

A(x,D)u= ] P ( — lyp^Dp(ap'7(x)Dcru) (2.1) 
0<\p\,|tr|<m 

in the usual multiindex notation. It is assumed that 

a?" e C'p'(0) , (2.2) 

making the rewriting 

A(x,D)u= 2 J aa(x)Duu (2.3) 
0<|a|<2m 

possible. 

For ease of representation the attention is restricted to the case 

dtt £ C2m . (2.4) 

For the most important case of non-smooth domains i.e. corner domains 
versions of the theorems on elliptic operators stated later on can be found in 
DAUGE [9]. 

* 
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Consider the autonomous parabolic initial-boundayy value problem 

a) ^ ^ h A(x, D)u(t,x) — f(x) 

for every x £ ft , t e ] 0 , T] 

, , du(t,x) dm-lu(t,t) n 

b) u(t,,) = —±1—L = ... = — m _ 1 = 0 2..5) 

for every x e öfi , t €]0,T] 

c) u(0,a:) = (f(x) 

for every x E Ü . 

The function spaces for / , (p, a possible solution u and the sense of solution 

as well will be specified later on. •§- denotes derivation in direction of the 
r an 

outer normal on dVl. 

R e m a r k . The choice of homogeneous Dirichlet boundary conditions (2.5.b) 
was made to avoid clumsy notation but is in no way essential for the following, 
whilst t ime-dependent A and / would ask for a non-trivial extension of the 
theory. 

Let X be a space of functions in space variable x, which obey the Dirichlet 
conditions (2.5.b). The homogeneous problem ( / = 0) reads then 

a) "77u(0 = —Au , t E]0, ]] (25,-. 

b) u (0 ) = ip p 

This is an abstract Cauchy-problem. In analogy to linear ordinary differential 
equations one expects a "flow" giving the solution formal as 

u(t) = e~ lip , (2.6) 

indicating the expected properties. But the difficulty arises here tha t re­
garding the differential operator A(x, D) as an endomorphism in X leads to 
unboundedness because of the loss of regularity. The powerful concept of 
semigroups overcomes that difficulty. 

For the following we replace A by —A. 

A one parameter family T[t) (taking the role of eAt), 0 < t < oo, of bounded 
linear operators from Banach space X into X is called a semigroup, if 

a) T(0) — I , the identity operator on X 

b) T(t + s) = T(t)T(s) for every t, s > 0 (2-7) 
(the semigroup property) 
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These are exactly the desired properties of the flow (2.6) for positive time-
direction. 

To get a connection to a differential equation like (2.5'.a) we define 

T(t)x x x 

üo t 
a) DA '•= \ x G X 

T(t)x — X t+T(t)' 
b) Ax := lim - ^ - - ^ 

UO t dt 
for x G DA • 

(2.8) 

A is called the infinitesimal generator of the semigroup T()) with domain 

DA-

For a meaningful interpretation of initial values like (2.5'.b) we need the 
property 

c) limT(^)a; — x for every i £ X . (2-7) 

Such semigroups are called strongly continuous or simply Co-semigroups. 

For such semigroups is in case of <p G DA 

u(t) := T(t)<p 

the unique solution of the abstract Cauchy problem (2.5'), —A being replaced 
by A ([35], Theorems 3.2.1 and 3.2.2). For general ip G X the still existing 
u(t) := T(t)<p> can be considered as a generalized solution. Therefore the 
question arises, which operators A constitute a C0-semigroup and how it 
will be constructed from A, subject of the next section. 

2.2 The exponential formula 

In this section we state the classical HlLLE-YOSIDA theorem, characterizing 
the infinitesimal generators of Co-semigroups of contractions, tha t means 

d) ||T(*)|| < 1 for every t > 0 . (2.7) 

We present the main idea of the original proof given by HiLLE [21] for mainly 
two reasons: 

• The construction of the semigroup from its infinitesimal generator made 
there directly leads to the time-discretization we shall discuss. 

• The convergence proof is done by means of an integral-representation 
(formula 2.15), which will be the starting point for the derivation of 
an asymptotic expansion in section 2.5 - by a formulation given in 
corollary 2.3. 
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T h e o r e m 2.1 (HlLLE, YOSIDA independently 1948). A linear, possible 
unbounded operator A in a B-space X is the inifinitesimal generator of a 
CQ-semigroup of contractions T(t) , t > 0 iff 

a) A is closed and DA dense in X . 

b) The resolvent set p(A) of A contains IR+ and for every A > 0 holds 

||7?(A; A))| < 1 / A . (2.9) 

Here R(X; A) := (XI — A ) - 1 is the resolvent of A . 

Proof. (The construction of T(t) in the sufficiency par t ) . The idea is to 
imitate the exponential formula of EULER 

e * = lim (1 I , (2.10) 
in i. I~V\ 1 iy-j I 

that means trying to get 

T(t)p = lim (7 - tn 1A) np . (2.10') 

The difficulty is now to show the existence of the limit in the right hand side 
of (2.10')-

Because of assumption b) the expression 

(I — A - A)~ =\R(\;A) (2.11) 

exists for A > 0 and by (2.9) 

||(7 - A~ A)~ || < 1 . (2.12) 

Hence, if tp £ DA , 

IK-̂  — X~1A)~1(p — <f|\ = \\(I — X~1A)~1((^ — (I A-~1A)ip)|| 

= | | | ( — A A- X V(ß|| 

< A"1 | |A^|| —> 0 

as A — • oo . Since DA is dense in X and (2.12) holds, 

(7 - A M) ip — • ip (2.13) 

strongly for all ip g X as A —> oo . Now put un(t) := (7 — tn~lA)~n<p for a 
ip G X . Aiming to show that {un(t)nn is fundamental in X for every t > 0 , 
we are interested in a representation 

un(t) — um(t) = (7 — tn~l A)~"'ip — (7 — tm~x A)~mp 

t—s \mm ( s \~~" 1 (2.14) 

[ / " — A - V-nA) « \ i s -S1TS{ 
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Unfortunately it is not at all clear that this integral exists, because differen­
tiation with respect to e in 

(1 — AA)~ if = -R(-;A)ip 
e e 

at e = 0 causes trouble. 

Therefore the approximation 

is considered for 0 < e < t . By (2.13) we obtain 

A£ —>un( t) — um(t) 

strongly as e —> 0 . Hence, (2.14) exists at least as an improper Riemann 
integral in X. 

Performing the differentation elementary calculations give 

un(t)-um(t) = ^ \ - A ( I - — ^ - A ) ( I - ^ A ) f 

thus yielding, for <p E Djp the necessary commutations being allowed, 

un(t)-U-(t) = l((7-—)) y-^) 
\-A -i - -Aj <p+ (i ~A) A^\ ds 

= f(, - IIIAY'1 (' - ̂ O"""1 i1 - —) #**• 
Jo \ m J V n J \n m J 

(2.15) 
This implies together with (2.12) 

ft \ S t $ 
\\in{t) — um( i) | | < / ^— \\A (f\\d3 

°rt /„ + e\ 
<- / ( r i U I4 2 , / , | | / /e 

\ it lit / 

\n 1 \ .. .2 I, 
Vn m / 
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Hence, for <p € D^ 2th eimit timn_+00 0n(t) exists sniformly oo nompact 
intervalls t 6 [0,T]. A further density argument together with (2.12) leads 
to the uniform convergence on compact intervalls on un(t) for every ip E X. 
Then it can be shown, that this limit has the desired properties of a Co-
semigroup of contractions with generator A. • 

Remarks. 

• For the whole proof cf. HlLLE [21] or TANABE [35], page 57 f. 

• In many textbooks the construction of the semigroups is done by means 
of the YosiDA-Approximations 

A\ := A(I — A_1yi)_1 

which are bounded linear operators with A\<p —> Atp for ip € DA as 
A —> co. The validity of the exponential formula is shown then using 
the fact, that the resolvent is the Laplace transform of the semigroup 

R(\; A)<p = e~ sT(s)tpds for rvery <p G G X (2.16) 

This approach is not useful for section 2.5. 

Because of its importancy for the following, let us state the construction of 
the proof as 

Corollary 2.2. (The exponential formula) 

Let A be the infinitesimal generator of the Co-semigroup of contractions T(t). 
Then the following holds for every <p p £X 

T(t)<p = lim (I - tn-lA)~n<p . 

Interpretation 

Consider again the abstract Cauchy problem 

—u(t) = Au(t) 
dt 

u(0) = (p 



Using the implicit Euler scheme to discretize in time leads to 

that means 

= Aun I — ] v^ . J -7) 
t/n \n 

«n(0) = y , 3= ]-•,...->n , 

un{t) = (I — t( XA) n<p . 

Corollary 2.2 asserts that the implicit Euler converges for all <p p X, and 
for (p € DA to the unique solution of the Cauchy problem (see the text at 
the end of section 2.1). This is again an argument to consider T(t)<p as a 
generalized solution in case ip E XXDA. 
For later purposes (section 2.5) we state the following: 

Corollary 2.3. Let uT(-) denote the implicit Euler approximation (2.17) 
with timestep r = t/n. For <p p D^i holds 

uT(t) - u()) = / —A II A)~n~ t{t - s)<pds (2.18) 
on n 

where u(t) = T(t)ip . 

Proof. Take formula (2.15) and let m —• oo. Keeping in mind the uniform 
convergence on compact intervals of the exponential formula and the relation 
before (2.13) we get the desired result after rearranging. • 

2.3 Application to the parabolic problem 

Now the results of the previous section are applied to the parabolic problem 
(2.5) stated in section 2.1. For this linear problem the Hubert space L2(Q.) 
turns out to be the suitable function space, being considered in the following. 
Surely the elliptic operator A(x,D) defines an operator A in L2(fi) with 
domain 

DA '•= H2m(tt) n H™(ü) (2.19) 

as follows 
A : DA C L (UJ • L (S2) 

(Au)(x) •= A(x D)u(') for u G D ' 

Here the spaces H (Vi), HQ(Ü) denote the usual isotropic Sobolev spaces with 
norm denoted by || • ||jtt The intersection with H™(0,) in the definition of DA 
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is taken in view of (2.5.b), the homogeneous Dirichlet boundary condition 
represented here in the sense of the trace operator. Furthermore let a(-, •) 
denote the bilinear form on 7/™($7) x i7™(fi) associated with A(x,D) 

a(uvv) := y j I apf7 (x)Dau(x)Dpv(x)dx . (2.21) 

For the following a(-, •) is assumed to be H^(Q,)-elliptic, that means 

a(u, u) > c||u||^ (2.22) 

for every u 6 H™(£l), c being a positive constant. 

For the homogeneous problem (2.5), / = 0, this is no loss of generality. In 
fact, generally Gardingss inequality (/ /^ l(D)-coercivity of «(-,•)) holds for 
strongly elliptic operators 

a(uu)) > c||u||^ — K | |U | | 0 (2.23) 

for every u £ i7™(0), c, ,K positive constants. Now introducing the elliptic 
operator 

AK(x, D)u := A(x,D)u + KU (2.24) 

and transforming the possible solution u of (2.5) to 

ü(tx)) = e~K u(t,x) (2.25) 

we get the equivalent homogeneous parabolic problem 

a) üt + AKü = 0 

b) v, obeys homogeneous Dirichlet conditions (2.26) 

c ) u ( 0 , - ) = </?-

Since the bilinear form aK(-, •) associated with AK(x, D) is obviously H™(Q.)— 
elliptic, the attention can be restricted to that case: transformation of the 
results to the general case are by now an easy task. 

The connection to section 2.2 is established by 

L e m m a 2.4. —A as defined in (2.19) and (2.20) is the infinitesimal gen­
erator of a Co^semigroup of contractions Ti)) in L ($^). 

Proof. According to theorem 2.1 the following three parts have to be 
shown: 

I. DA is dense in L (0). 

This is a well known fact from the theory of Sobolev spaces (cf. A D A M S 

U J) . 
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II. A is closed. 

Let {«j}^! C DA be a sequence with 

Ui —> u in Z/2(f2) 

Au( —> i\) in L2(ti) 

From elliptic regularity theory the following a priori inequality is known 

||ut- — «j||2m <C (\\A(ui — Uj)\\0 + \\U{ — Uj\\0) 

(cf. [17] theorem 18.1: here the assumptions from the beginning of 
section 2.1 are essential.) Hence, {ui}- is fundamental in H2m(Vl) and 
therefore 

\\ui — v\\\m — • • 0a s — • •o 

for some v € H2m(Vl). Since H2m(fl) <—• L2(fi) is a continuous em­
bedding we get u = v. Furthermore u 6 if™(fl) since H™($1) is the 
kernel of a trace operator in H2m(Q). Thus u G DA- A, considered as a 
mapping from H2m(fl) to L2($7), is continuous implying now Au = ^, 
together with u € -D^ the desired result. 

III. ||-R(A; — y4)|| < //A for A > 0. 

Let A > 0 and ift G L2(Q.) be given. Due to the #™(n--ellipiicity of 
a(-, •) the elliptic problem 

(A/ + A)u = ip 

is readily seen by the Lax-Milgram lemma to have a unique weak solu­
tion u £ H™($1), which is then by elliptic regularity also a strong solu­
tion in H2m(Vl) (cf. [17] theorem 17.2). Thus the resolvent R(\;—A) 
exists. Furthermore 

= a(u,u) + A||U||Q 

> A||u||g . 

The Cauchy-Schwarz inequality yields 

-MMIo ^ llul|°ll^|lo, ^ a t m e a n s 

implying ||fi(A; — A)|| < 1/A 
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Remark. In the literature this lemma is usually proven by the Lumer-
Phillips theorem using the dissipativity of —A. The proof given here is in­
cluded mainly to impose the role of regularity results for the elliptic resolvent 
equation. Again we refer to DAUGE [9] for non-smooth domains fi. 
Before the central existence and uniqueness result is stated, we shortly in­
troduce the concept of a holomorphic Co-semigroup of contractions: A Co-
semigroup of contractions T(t) is called holomorphic if it admits a holomor­
phic extension T(t) to some sector 

A v := {z\z ^ 0 A | arg^| < <p} . 

For us the most important properties of such semigroups are: 

i) for each t > 0 AkT(t) is a bounded operator in X with 

Q 
\\AkT(t)\\ , — , (2.27) 

C a constant not depending on t. 

ü) 
—T(t)<p = AT(t)(p for every ip p X , t > 0 0 (2.28) 
dt 

(cf. [40] chapter IX.10) 

In extension of lemma 2.4 we get 

Lemma 2.5. —A as defined in (2.19) and (2.SO) generates a holomorphic 
Co-semigroup of contractions T(t) in L2(£l.. This gives a unique C°°(]0, T[, DA) 
solution for the homogeneous problem by (2.28) for all <p p E/2(0). 

Proof. A nice proof can be found in chapter 7 of [28]. • 

The central existence and uniqueness result is 

Theorem 2.6. For f £ H~mft) = (#™(£1))* andip G L ( ° ) problem (2.5) 
has a unique solution 

u G C°° (]0, oo[, ^^ (O ) ) (2.29) 

depending continuously on f and ip. 

Differentiation in space has to be understood in the sense of distributions on 
fi. The Dirichlet boundary condition is understood to hold in the sense of 
the trace-operator. 
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Proof. Following Duhamel's principle the solution is tried to be found in 
the decomposed form 

u = w + v , (2.30) 

where w is solution of the homogeneous equation and v does not depend on 
the time variable t. 

The stationary problem 
Av = f (2.31) 

has a unique solution 

continuously depending on / . This follows from the //^(f^-ellipticity of 
a(-, •), cf. section 7.3 in chapter 2 of [24]. 

Now the time-dependent homogeneous problem 

^ JtW+ = (2.32) 
b) to(0) = ip — v 

is considered. Since ip — v G L2(Q) lemma 2.5 gives a unique solution w G 
C°°(]0, oo[, DA) as w(t) = T(t)(<p — v), ,urely depending ccntinuoussy on </?, vv 
Defining now u as in (2.30) constitutes the unique solution u with the desired 
properties, formally given as 

u(t) = T(t)((p - A~l f) + A" 1 / . (2.33) 

Remark. The initial value ip is taken in the sense 

l lu(* — '/'|IL2^n —* 0 as t | O . 

Proof. T(t) is a C0-semigroup. • 

Remark. Usually initial data <p p L2{Sl) oo f aarabolic cnitial loundary 
value problem, which do not obey the boundary conditions imposed for the 
solution, are called inconsisten.. Also a certain amount of smoothness is 
normally required, otherwise the data are called nonsmooth. In our context 
consistency and smoothness of the initial data (p G L2(Q), shortly consistency 
in future, can be characterized by the largest number m of 

<P Gj^m m 

In fact m can even be chosen to be fractional. 

Now the convergence of the implicit Euler discretization in time is analysed 
as suggested by the interpretation of corollary 2.2. 
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L e m m a 2.7. Notation as in the proof of theorem 2.6. Let uT(i) 6 L (f2) 
denote the implicit Euler discretization in time of problem (2.5), wT[)) E 
L2(Q) the corresponding of problem (2.32). Here r = t/n is the time-step. 
The following results hold: 

uT{)) = wT(t) -f- v (2.34) 

ur[)) - u(t) = wT(t) - w(t) (2.35) 

| | u T ( i ) — ,u(£)|{£/2(£)) — > 0 a s T —• 0 . (2.36) 

P roo f . (2.34) has to be shown, the rest follows from (2.30) and corollary 
2.2. The proof of (2.34) is done by induction (<—•* + r ) . Equation (2.32.b) 
ensures the result for t = 0. Furthermore, we have by writing the implicit 
Euler steps for (2.5) and (2.32): 

a) uT(t + r ) + rAuT\t + T) = uT()) + T f ( ) 
b) wT(t + r) + rAwr{t + T ) = wT()) 

Taking the difference leads, together with (2.31) and (2.34), to 

{uTtt + r ) - wT(t + T)} + TA {uTt^ + r) - wT(t + r ) } = v + TAV . (2.38) 

Keeping in mind, tha t the elliptic problem v + TAV = g, g € H~m(fl) has a 
unique solution v E / f^ ( f i ) , we get 

ur(i + T) - iüT(< + r ) = t; (2.34') 

R e m a r k . The implicit Euler yields to elliptic problem.. In the litera­
ture sometimes the use of the implicit Euler time-discretization as a semi-
discretization for parabolic problems is called liothe's method (ROTHE 1930 
[32]). Cf. also N E C A S [27], K A C U R [ 2 2 ] , [ 2 3 ] , R E K T O R Y S [29]. They analyse 
the convergence directly and apply it to several concrete problems. 

2.4 Asymptotic expansions I: The selfadjoint 
case 

In this and the next section the global error term (2.36) of the implicit 
Euler discretization in L (f2) is analysed in detail. For extrapolation one is 
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interested in an asymptotic expansion 

a) uT(t) — )(t) = e1(t)T + ... + eN(t)TN + Eiy+N(t; T)TN+1 

yZ.o\)J 
b) ,E;v+i(t; T) = 0 ( 1 ) as T | 0. 

Unfortunately the known proof-techniques for asymptotic expansions of o n e -
step methods for ODE's like GRAGG [18], STETTER [34], H A I R E R / L U B I C H 

[19] (cf. also [33] and [20] p . 211-214) are not applicable here: Due to the 
unboundedness of A, Lipschitz-estimates, Taylor expansions etc. are not 
possible. 

Formula (2.35) of lemma 2.7 allows to restrict the attention to the homoge­
neous case. For that case two methods will be presented: 

1. Expansion into eigenfunctions of A (this section). The main features 
of this approach are 

• inconsistent and non-smooth initial data are possible 

• A must be selfadjoint. 

2. Semigroup approach using integral (2.18) (next section). Here the main 
features are 

• N in (2.39) depends on the consistency of the initial data 

• A may be an arbitrary infinitesimal generator of a Co-semigroup 
in a ß - space X. 

Now the first method is presented. In addition to the assumptions on the 
operator A(x,D) made at the beginning of sections 2.1 and 2.3 A(x,D) is 
assumed to be selfadjoint and 0 £ p(A) throughout this section. 

Due to the compact embeddings between Sobolev spaces of different indices 
the Riesz-Schauder theory for compact operators is applicable, leading to: 

L e m m a 2.8. There exists an orthonormal basis {Xn}£Li C DA of L2(Cl) 
consisting of eigenfunctions of A with corresponding eigenvalues {^n}^Li >0 < 
^ i 5: ^2 < • • • •nd \ n — • •oo 

Proo f . See e.g. WLOKA [39]. • 

The starting point of the analysis is 
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L e m m a 2.9. Denote the expansion of ip by 

oo 

V = 2 ^ <i^(n)Xn '» i (n ) • (2-40) 
n=l 

/. The solution of the homogeneous problem (2.5) has the expansion 

oo 

«(<) = 5>u(n ,£ )xn in ^ (^) ' (2.41) 
7 1 = l 

where u(nt)) is the solution of the scalar ordinary differential equation 

a) y' = ~^nV /ey 9n\ 

b) 2/(0) = $(n) 

namely 
u(n,*) = e nt(p(n) . (2.43) 

/ / . 77ie implicit Euler discretization uT has the expansion 

oo 

ur(t) = 2_J uT(^M)Xn in -̂  (^) , (2.44) 
7 1 = l 

where uT(n,t) denotes the implicit Euler discretization of the scalar 
problem (2.42) for time step r . 

Proof. I. Taking (2.41) as an ansatz, we get 

7 1 = 1 

whenever u(n, )) is a differentiable real function and 

d 

n=l 
< oo . (2.45) 

dt ( ' ; 

7 - 4 = l 

Since A is closed (see part II in the proof of lemma 2.4) we can commute as 
follows 

oo 

Au(t) = ^2u(n,^)AXn 
n^} (2.46) 

71 = l 

and have 
i(t) G Dj (2.47) 
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as soon as 

Z_, P l n 5 n 2\ OO . ( . ) 

Assuming (2.45) and (2.48) to hold, 

—u{t) + Au(t) = 0 

implies 

^ f-u(n, 

Since {xn}n is an ON-Basis, we have 

d A, . , . , w „ /rt rtX 

—u(n,t) = — \nu[n,t) for all ra > 1 . (2.49) 
at 

That means, u(n, t) necessarily obeys (2.42.a). Requiring u(t) —> <p in ,L2(fl) 
as t I 0 leads obviously to 

u(n,0) = <£(«) . 

Thus u(n, •) must be the solution of the initial value problem (2.42), that is 

u(n,)) = e~ nt(p(n) . (2.43) 

In order to show that these are the coefficients of the (by the argument 
unique) solution, we have to show for (2.43) the validity of (2.45) and (2.48). 
Because of (2.49) they are the same condition. 

Since for fixed t > 0 

|Ae~ *| < -e-1 for every A > 0 , (2.50) 

we get 

£ \u(n,<)An| < {-e-1)2 ]jT] |<£(n)| < oo . (2.51) 
n=l n=l 

(Note that Parseval's equality implies now 

||v4w(f)||x,2(Q) < -e~ ||</'||L2(n) , 

that is (2.27).) 

II. Taking (2.44) as an ansatz, it is shown by induction, that 

uT(n, t) is the implicit Euler discretization of (2.42). The case t = 0 is trivial. 

uT(t + r ) + rAuT(t + r ) = uT(t) 
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implies by the closedness of A 

oo oo 

5 ^ ( u T ( M + T ) +T\nuT(n,t + T))xn = J2^(n,t)Xn • 
n=1 n= l 

whenever 
oo 

^2 \XnuT(n,i-\-r)|2 < co . (2.52) 
n=l 

Thus we have necessarily 

uT(ntt + T ) = — uT(n,t) 
1 + TÄn 

an implicit Euler step for (2.42). 

Expression (2.52) is shown using 

A 

1 + rA 
< l/i (2.53) 

and the square summability of {uT(n,t)}n, making thus the induction step 
perfect. • 

R e m a r k . En passant the proof of lemma 2.9 has given an independent 

proof of theorem 2.6 in the homogeneous selfadjoint case. For the inhomoge-

neous case and this method see e.g. TRIEBEL [37] §44. 

Lemma 2.9 gives the global error of the implicit Euler as 

oo 

uT(t) — u)t) = 2 j l u T ( n , i ) — u(n,t)\xn • (2.54) 
7 1 = l 

We are therefore led to analyse the implicit Euler discretization of Dahlquist 's 
old scalar test equation 

a) y' = -Ay , A > 0 
(2.55) 

b) y(0) = y0 

in dependence of X, not for a fixed A as in the theory of stiff ODE's . 

This is done by the following essential lemma (the proof is a little bit mon­

strous) which is the key-lemma of this paper. 
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L e m m a 2.10. 

/ . The global error of the implicit Euler discretization for the scalar test 
equation (2.55) has the asymptotic expansion 

yT(t- — )(t) = XPi(t\)e~ My0r 

+ X P2(tX)e~ yy0r +... 

+ XNPj^(t\)e~Xty0T -\- RN+l(t,X,r)y0T
 11 , 

(2.56) 
where Pk(-) are kth order polynomials with Pk(0) = 0 andforRN+i(t,X,T), 
given t, To > 0, holds 

Riv+i(t,A,r) uniformly bounded in X G]0, OO[, T € [0,r0] . (2.57) 

II. The following recurrence formula holds for the polynomials Pk(-) 

a) Po = 1 

L. p (rr\ k—1 

b) Pk\X) H = Z-/( —1P Pj\X) > k — 1 (2.58) 
X j=0 

c) Pk(0) = 0 , k > 1 

, kPAx) . , , , ,, 
(Note that is no singular term because of c)). 

x 
Proof. 
Part I. a) We have 

(2.59) 
Vri}) = ( l + rA) 2/o 

= exp j log (1 + rX)>y0 

Inserting the power-series for log(l + •), converging for 0 < TX < 1, yields 

yT()) = exp < —tX + tX—— tX —-—|— • • •>y0 

f , (TX T X \ \ , , 

p V y — / 2 

Since exp(-) is an entire function, we get 

yT(t) = {l +tX(?y - + . . . ) + |j-(iA)2 (?Y - + ...) + ...\y(t) 

= (1 + P1(tX)Xr + P2(^A)X2r2 + P3(^A)X3T3 + .. .)y(t) , 

then Pk(-) being polynomials of order k with Pk(0) = 0, thus (2.58.c). 
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b) The power-series (2.60) gives us the coefficients of the Taylor expansion 
with respect to r for arbitrary rA > 0 : 

yT(t) = y(t) + Pi(t\)\y(t)T + ... 

+ PN(t\)XNy(t)TN -f R,N+\(t, X,r)yrTN+1 , .T"- '1 ' * 
(2.61) 

where _ftjv+i(i, A,T) is continuous in all entries, that is (2.56). 

c) To finish part I we have to show the assertion (2.57) of uniform bounded-
ness. This will be rather lengthy and is accomplished in several steps: 

Step 1: The Lagrangian form of the remainder R^(t,X,r) yields 

R.N{t, A,r)yo = ( ~n~ 1 2/T(0 for some t? 6]0,T[ . (2.62) 

Now we can represent the right hand side in the form 

N 

3=1 

d_ 
dr 

— t3Pj (l + Ar,log(l -f Ar)) 
N , • / , — ; — 7 — T T 7 Vry-) TN+i(l _|_ AT)N 

(2.63) 

where the Pj (x,y) are polynomials of degree N in x and degree j in y. 
This can readily be seen by induction, which will be done in the rest of this 
step. The case TV = 1 is given by (2.64) below. 

( 3V / . _ d_ 
\drJ T dr 

N ^ ( v ) 
\ TN+l(l + TX)N 

+ 
N tjP(N\-

•=1 TN+i{l + )X) N 

d 
dr Vr(i) 

By (2.59) we get 

d , . = t[(l + TX)log(l + rX) — TX] 

fr T 2 (1 + TX) • 
(2.64) 
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rhus 

f i r ' » ) _ f (N+j)r>'p^-){1+TX) 

\dr) w | v " / ; ^ T J V + 1 + - ' ( + - T A ) J V + 1 

f t j (~£P]N)) (•) 0^ • r ( 1 + r ^ ) 
+E j ~ rN+i(l + TA) ; VT(1 +T\) 

f-T r^+J fH- rAl^ r f l + rA) 
J = I *> ' v ' 

N • PCO (. •) . \ • -
+(—TV) y^ j — - — — — 

,tl r V l + ^ T r r 

i y* t '* j ('>)) ^[1°S(l "I" T^)( l + T/A ~ T/M [ /,\ 
2 - / ^+j(-\ i \ \N 2(1 i Ü I ^ ' ' 
j=lT l1 ' ""J r v1 ' T/v J 

Rearranging of terms leads to 

( d \ N+1 ( N 

d 

J N . _ w .. r • f)) I 

N 

+ ^ ^ r - ( i V + l + ' ) 

(—P>N')(-, -)(1 + TA)(1 + TA - 1) 
cax 

[ ( - f ' T ' X v H l + r A - l ) 
iV . 

+ ][VT~~(Ar+1+j) [ - - W i ^ O , •)(1 + rA - 1)] 

iV+l 
+ Xrf ^ r ~ +1+J^ [Pj-.( (•, ;)((1 + rA) log(l + rA) 

j=2 

- ( 1 + rA) + 1)J L 1 + ^ , v + 1 

The sum of the terms in square brackets constitutes just the desired polyno­
mials Pj '((1 + TA), log(l + rA)) of order TV + 1 in (1 + rA) and order j 
in log(l + rA). 

Step 2: Aim is to use (2.63) for estimating Ri\r(t,\,T) in the vicinity of 
r = 0. To this end we first observe, that by (2.61) for t > 0, A > 0, using 
Taylor's theorem 

R.N(t, A, r)j/o —• -P/v(̂ A)A ?/(£) as r |, 0 . (2.65) 

Comparison with (2.62) and (2.63) yields 

Pj Ml + Ar)^log(l + rA)) N\N+i /.\ in /o ^ \ 
— —— 2/T(t) —» ""j A y(t) as r J, U . (z.oo) 

T "'"•'(1 + N~A) 
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Here xj^ denotes the _;th coefficient of -P/v(-) 

Since yT(t) —• y(t) ^ 0 as r J. 0 , we have 

AN), Pj (1 + Ar,log(l + Ar)) ^x/v+j 
> 7 r j TN+i(l + TX)N 

as r I 0 , or for every A > 0 , 

P- l1 + ATr.og(l + A r ) ) 
TTN as r J, 0 

(TA) + J ( I -\- TA) 

Furthermore we have, because of the orders of P- (•): 

(2.67) 

Pj (i + £>i°g(i + 0 ) 
£*+;(!+N" N 

Ö 
' ( i - f £)^log j(i + £) l 

(i + £ W £ TV 
(2.68) 

as £ —• oo . 

If we put T = £ , A = 1 in (2.67) we thus get constants Cj^ > 0 with 

< C f , V £ > 0 . (2.69) 
- ^ - r ^ 

Inserting £ = rA yields 

Pf (1 + rA,log(l + r A ) ) 

j f ^ i + ^ioga+o) 
^ + i ( l + f ) " 

r /V+j ( l + T\)N 

Thus by (2.63) for t, r, A > 0 : 

d\N 

57 j *« 
Now is for fixed X,t > 0 

< C • A +3 , V r > 0 , A > 0 

{ AT 1 

(2.70) 

|t/T(tf)| isotone in r 

(2.71) 

(2.72) 

In fact (2.64) yields 

d . w-tlr I 
/ __ dr 

(1 + T\) "' = —- log(l + rA) -
rA 

1 + T A 
(1 -J- TA) /T 

This is positive, since the term in square brackets is easily seen to be positive. 
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Thus (2.71) leads, if we restrict r G [0,TQ] for some r0 specified later on, to 

N 

~h (i + f0xy^iyo 

Now we set 

and get 

dr Vr{t) 

r0 := t/2N > 0 

X2N 

(2.73) 

(2.74) 

~ % + TQX)2N 
\y/o < C|y0|, 

for all A > 0, where C and C depend only on t > 0 and N. Therefore we 
have proven (2.57) for the vicinity r G [0,f0]. 

Step 3: We now show (2.57) for r bounded away from zero: r G [r0, r0] , r0 

defined in (2.74). Formula (2.61) yields together with (2.72) 

\B.N(t, T)r)?/o| 
1 [ N—1 

< ~N i l^TWI ~^~ \y(t)\ + £ 3 ^J|-f>i(^)le_A<l2/o|r'7 

1 > 1 j = 1 

r^v ^ (1 + T0A)'/-ro 

< C for A GJO, OOO 

T V — 1 

+ Yl AJ\Pj(tA)\e~ lM^o 

(2-75) 
since all terms in braces are vanishing as A —• oo . C depends only on t 
and N. This finishes the proof of part I. 

Part II. The recurrency formula bases on (2.60) and the possibility of two 
different representations for yT(t + r ) . Let 0 < rA < 1 and PQ = 1 (that is 
(2.58.a)). 

Representation 1. "One further Euler step". Formula (2.60) yields 

Vr(t + T) = 1TT)Vr(t) 

= 2-J\ TA- l^rk\lA)X T y\l) 
j=0 k=0 
oo ( k I 

= J2 { XX-1)Jpk-j(tX) \ XkTky(t) 

(2.76) 

k=0 [j=0 ) 
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R e p r e s e n t a t i o n 2. "Differentiation with respect to A". We have 

= —tyT(t + r) . 

Therefore 

Id 

IS °° 

t dX fc=0 
1 OO 

= — ^ \P'k(tX)tX T -\- Pic(t\)k\ _ 1 r (2.78) 
* fc=0 

-Pk{tX)tX rk > y(t) 

= f^\h(tX)-k^^--P'k(tX\kxkTky{t) k=o ' i A 

Since Pfc(O) — 0 for k > 1 was already proven in part I, the middle term is 
not singular for t\ — 0. (For k = 0 ii does not exiis at all!) 

Comparison of (2.76) and (2.78) yields 

J2(-l)jPk,j(tX) = Pk(t\) - k k\ ' - P'k(t\) 
j=o tX 

which is (2.58.b) for x = t\. U 

R e m a r k . The recurrence formula (2.58) is needed in the next section. 

Since we are also interested in i-dependence of (2.56) and (2.57) we prove 

Corolary 2 .11 . Notation as in lemma 2.10. For given t > 0, 0 < T0 < t 
(note that only r <t need to be considered since for the implicit Euler r = tjn 
for some n £ M) we have 

a) \XkPk(tX)e~Xt\ < %, 1 < k <N 
C (2-79) 

uniformly in X > 0; C depends only on N. 
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m A in 
max == — 

z 

Proof, a) The function Xme Xt take for given i > 0 its maximum in A E 
[0, oo] at 

Thus 

which yields 

A" , - A t < mm-

\\kPk(t\)e \t\ < ^2 \ir)\V\k+ie Xt 

-{k+i)p 

-Fi-(*+i) 
* P-{k+i)fi 

< ^ | 7 T f c | - -(h-Li\k+3 

3 = 1 

< C/t , 

that means (2.79.a). 

For b) we have to work a little harder. Starting point is formula (2.71) 
together with (2.62). Inequality (2.71) suggests in analogy with part a) to 
search the maximum in A for fixed t, T > 0 of the term: 

Xn 

(1 + TA) IT 

Obviously this makes sense only for r 6 [0,£/m]. Differentiation with respect 
to A yields 

d 1 

thus giving 

(1 + rA)'/T 

Äm 

I TTl J. 
r n ~~ "i i \ 1 + TA 

Vr{t) , 

m 

t — TUT 

Inserting gives for t > 0, r 6 [0, t/m[ 

< 
1 

(1+ TA)'/- tt — mr)"( (1 + j™T)^T 

for every A > 0. This gives by rearranging 

m^m m/-i ^" \ _~m1" 

If we set 

t — mr 

(2.80) 

(2.81) 

(2.82) 

(2.83) 

(2.84) 

25 



and observe ^ ^ ^ 
a) (1 + mrj) > e as 77 —> 0 

we get 

(2.85) 
b) (1 + mri)_1/71 > 1 as 77 —> 0o 

i m A m - 7 < C (2.86) 
( "+" r J 

for every * > 0 , A > 0 , r G [0,*/ra] . 

Thus (2.71) and (2.62) give for t > 0 , r e [0,fo] , f0 as in (2.74) 

|-RJV+I(£> A , r ) | < JV+1 uniformly in A , 

C depending only on N. For the remaining T G [f0,r0] formula (2.75) yields, 
keeping r0 < t in mind, 

i f 1 -Ai * 
I^W+HS A,T)J/O| < _JV+I I ci x T \ W T 0 l^°l "̂ " e l2/o| + E A |/^(tA)|e |y0|^ 

0 [ v J j = i 

By (2.79.a) the term in braces is bounded independently of t, A > 0 . Thus 
with (2.74) 

(j 
|-RJV+I(£) A , T ) | < 

for t > 0 , r G [TO,TQ\ uniformly in A > 0 , C depending only on iV ; 
completing the proof of (2.79.b). • 

We are now in position to prove the main result of this section. 

T h e o r e m 2 .12 . Notation as before. For t > 0 , r0 < t there exists an 
asymptotic expansion in L2(Vl): 

uT(t) - u(t) = C\{t)r + . . . + e^(t)N + £ JV+I (^ ; T)T
 + 1 . (2.87) 

For T G [0, To] we have 

a) \\ekm™)<%\\™), Kk<N 
/ II «\ 711^ l"J — jfcllT'll^ V') ' — — 
. , . C 

J II N+l{ ) J||L2(Q) _ £jv+l llrl|L2(n) 

(2.88) 

C depends only on N. The functions ek(t) are explicitly given by 

ek(t) = A Pk{tA)u{t) ; (2.89) 

here the -Pfc(-) are the polynomials as defined in (2.58). 
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Proof. Using (2.54) and lemma 2.10 we get 
oo 

ur(t) ~ u(t) = £ J nPPi(£An)e_ ntip(n)T + . . . 
n=l 

+\^PN(tXn)e~Xntip(n)TN 

+-R/V+1 (t, An,r)<£(n)r n Xn 
oo oo 

= ^2 ^-F>i(^)'"(rM)Xn'>" + .. . + 5Z ^ -fW(^)w(n,t)xn''"JV' 
n=l n=l 

"+" 2-^ RN+{{t, An) r)(^(n)xn7" 

The closedness of A and corollary 2.11 give the assertion. • 

We close this section with some remarks on the estimates (2.88). 

Remarks. 

1. Formula (2.88.a) and even more can be proved using theory of holo-
morphic Co-semigroups and (2.89) (keeping lemma 2.5 in mind). Let 
ip E DA™ for some m (E IN0- Then with C only depending on N: 

Q 
a) ||eA:(0lk2(fi) < ±k-m II ^lk2(n) for k>m (2 90) 
b) ||efc(0lk2(fi) < C^||j4fc+V||L2(n) for k <m 

Proof. 
k 

a) ejt(t) = Ak~m'^2i'K
1jt'A'T{t)Amt{> , thus with (2.27) 

j = i 

k 

||c*(0||L2(O) < 13 kj I*' IIAfc~m+JT(f)|| ||A"V||L2(n) 

k 

< Z_, Kj l ^ m J II^"VI|L*(0) 

< C/t ~m ||A"V||i2(n) 

.kt>A^T(t\Ak+\ 

thus with (2.27) 

k 

||e*(*I|| < £l ,ri|C!* ,~( ,~1)ll^fc+1vlk2(n) 

< Ct||yl </>IU2(n) • 
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2. A formula analogous to (2.90) holds, whenever ip € DAc with broken a. 
Compare Theorem 6.13 of chapter 2 in [28]. In our context fractional 
powers of A are intimately connected with Sobolev spaces of broken 
index, see e.g. [24]. 

3. The inequalities (2.88.a) respectively (2.90) are the best, that means 
in general the exponent of t can not be relaxed. We show this by the 
following 

Example. Consider the heat-equation on fi = [0,7r] with homoge­
neous Dirichlet boundary conditions imposed. That means 

A = . (2.91) 
A™ 2, 

(2.92) 

__d_ 

dx2 

Here we have 
a) An = n 

b) Xn = \Jl sin(n-, . 

Now we consider the family 
OO 1 

V* = E 1̂73+s7 Bin("-) (2-93) 
n 

of initial data, which is in L2[0, TT] for d > 0. E.g. we have 

IT — X 
iP\l4\x) = —7.^ • (2-94) 

Since 

we get 

P\[x) - | , (2.95) 

oo „ 4 
(«) — V^ — / -n2t__}___ • ( \ /2 QC\ 

~, 2 nl/2+2i? ) • ( - ) 

or by Parseval's equality 

\\I'.)\\h{u) = ^ T t ' _ _ . <2-97) 

Choosing t = T4J- for an integer N, we estimate 

llci(')lll*(n) > CiJ2 
n=\ 

N 7—tt3 t-d 

^4 

/U8-4!? 
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Thus we get the lower bound 

II mil ^ C* , o n Q , 
||eHfJ||Z,2(0) d. ~XZjj • (2.9öJ 

On the other hand for if) = Y^Li ^nsin(n-) £ L2[0,nr] and 0 < a < 1 
we have 

.-„ simra f°° _„ f cP \ ._., . simra f°° _„ f cP \ 

oo 

= 2^i vn [ a \o~l — -j—7 I sm{n-)dcr 

" - 1 sirT™ . °roo „-*}„ X ( 2 - " ) 
y^ ißn r a 
n=l . K / CT 

- s . n . n - , 
.= i A

 x / cr , n 

= 2 ^ ^ r T i n ( " - ) -
7 1 = 1 

Consider y> = 5Z^LX \£n£in(n-) ) G2[0,7r]r We eeduce erom (2.99), ,ince 
Dj\a = ra,nge(A~a) (cf. theorem 6.8 in chapter 2 of [28]) 

if < A4« <$• {</?nn a £ l E / • (2.100) 

Therefore 

<p# € -D^c for a < d . (2.101) 

Inequality (2.90.a) gives (cf. remark 2!) now the upper bound 

||ei(0lk2(fi) < TtT "̂ f ° r a < f • (2.102) 

The connection of (2.102) and (2.98) shows the assertion. • 

4. We look once again closer to e\(i): (2.95) shows 

Formally this looks like 

ei(0 = 7i^u{^) . (2.103) 
z 

(2.104) 

ex(t) = —Utt(t) , which would be 

the formal solution of the inhomogeneous parabolic problem 

a) et + At = 2U« 

b) e(0) = 0 , 

the problem we get, if we formally apply the technique of successive 
elimination of error terms due to H A I R E R / L U B I C H [19]. (Assuming an 
expansion of the local error). But since in general ||ei(/)||£2(o) —/-**• 
as t J, 0 , (2.104) has not even a mild solution in the sense of PAZY 
[28]. 
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5. Inequality (2.88.b) suggests that a result analogous to (2.90) holds also 
for the remainder term 1£JV+1(£;T). We conjecture strongly that this 
is the case. In any case the question arises, which consistency has to 
be imposed to get a result like (2.90.b) for the remainder term. An 
answer, even though not the conjectured one, will be given in the next 
section in a more general context. 

2.5 Asymptotic expansions II: General Co-
semigroups 

Here we tie up to the 5 t h remark at the end of the last section and the 
question asked therein: 

Under which conditions we get rid of the singularity at t = 0 in (2.88.b)? 

We are able to answer this in the context of general Co-semigroups T(t) of 
contractions in a ß-space X and generator —A; at the expense of higher 
consistency. 

Theorem 2.13. Given T,T0 > 0, notation as before. If 

<P £ D^2N+2 (2.105) 

we have the asymptotic expansion in X: 

uT(t) - u(t) = ei(t)r + ... + eN(trNN + E^+i;t; T)T +1 . (2.106) 

The funciions e^i) are explicitly given by (2.89) as 

ek(t) = A Pk{tA)u{t) , 1 < k < N ; 

here the Pfc(-) are the polynomials from (2.58). Furthermore we have 

a) llefcM\I < Ct , 1 < k <N 
A) \\F d- Ml < H+ (2.107) 
/ II + H ' ) \ \ — 

for every t £ [0,T] , T € [0,To]. Here C depends only on T, To, N and (p. 

Proof. The proof bases on the second part of the key-lemma 2.10 and on 
corollary 2.3. 

First we define the efc(-) by formula (2.89) and observe, that they are well-
defined because of (2.105) and that (2.107.a) holds by (2.58.c). We now show 
by induction, that the remainder term £TV + 1 ( i ; r ) fulfills (2.107.b). 
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Step 1. N = 0. We have <p G Djp. By corollary 2.3, formula (2.18) and 
(2.12) and (2.7.d) we estimate 

||£I(frT)T|| < / -\UVll^ 
Jo f 
22 1 ,, .o ,, 

= 2 ^ I | A V I 1 

— If-rl l 4 2 , - H 
~~ 2 II rW . 

Therefore 

| |-c'iV ltTj| | -^ 2 lH / i V-*[| , (2-IU8) 

that is (2.107.b) for iV = 0 . 

S t e p 2. Assume the assertion to be true for EN(-, •) for all possible initial 
da ta xj) £ D^2N . Now we have 

E^+i(t;T)r + = ur()) - u(t) - ei(t)T - ... - epf(t)T . (2.109) 

The difference ur(t) — u(() we represent with the integral (2.18) of corollary 
2.3. The corresponding representation of the other terms is done by 

rt d ( s
k\ 

ek(t)T = — [ A Pk(sA)— > T(t)<pds , 1 < k < N . (2.110) 
n* 

(remember r = t/n) This exists because of (2.105). Thus we get for (2.109), 
performing the differentiation in (2.110) 

EN+i(t', T)TN+1 = / — 42((I-\—A) "n+1) 
Jo n " n 
N ^k-2„k-2 

~ 2_, ~k~[2[^^M5^) + sAP'k(sA)\T(s) tT(t - s)ipds . 
k=\ ) 

(2.111) 

(The term behind the S-sign has to be interpreted for k = 1 in such a 

way, that no negative powers of A and 5 occur, this is possible because of 

-P*:(0) = 0 for k > 1). 

The term in square brackets is just of the form, that we can apply the 
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recurrency formula (2.58.b) of the key-lemma: 

W«;r)r"» = /;^{(/+ix)- ,"+1) 

£ ^ ^ E(-i)'-'-,;,,-M>):r« 1 T(( - ^ 
77. 

k=l 3=0 

- I ^T{t ~S) V + SnA) \{I+^A) 
N Ak — \q^~l k—1 

/ : = ! j=0 

TV Ak „k k—1 } 

A;=l j—0 

M 1 

j—0 

f -T{t-s)(l + -A) \(i+-A) " 
Jo n V n / ^ V n / 

AT *k-j-l k-j-1 

E nfc-,--x ( - i ) ' 
n l_fc=j+i 

...- ., s . s — 3 I 

- X] ~j—-~~^-)k~:i T(5) > A2ipds 

Observing the telescope-sum in square brackets, be get: 

EN+1(t;T)TN+1 = f* -T(i - s) (I + -A) 1\(li-AS 

Jo n \ n / n 
_~} A3 c3 

- E pj(sA)-^rT(S) 
3=0 
N — 1 AA AT \ 
v—v / -- \N—* r> I A\ TV \ I A2 J 

+ 2—< v ) 3\s ) )M \ ) ( f s 
3=o 

(2.112) 

If we denote by üa(s,, ü(s) , £j(-s), EN(S;<J) the terms corresponding to 
uT(t,, u(t), ej(t), E^{t;r) respectively for initial data A2<p and time-step 
a — s/n, we can rewrite (2.112) by (2.89) 

EN+i(r',T)T = / — T (l — s) [ I-\—A) < ua(s) — u(s) 
Jo n V n J \ n J 
—e1(a)a - ... - e^_^(s-cr -1 

Nll AN NN ) 

+ E(—1) ~JPj(sA)—jj— T(s)A <p> > ds 
3=0 I 

ft a / S \~ ^ f ~ 
/ —T(t — s)lI-\—A) <Ex(s;cr)(TN 

N—l I 

+ 2J( —1) ~3Pj(sA)A o T(p)A ip > ds . 
j=o ) 

(2.113) 
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By the assumption of the beginning of this step and (2.12), (2.7.d) we can 
estimate 

\\EN+1(t;T)TN+1\\ < C\ I —aNda 
0 

* sN+1 

= Cll 
+N+2 

nN+i 

y~f i J V - f l 

-ds 
(2.114) 

Thus 
H-̂ iV+î j r ) | | < C*2̂  i (2.115) 

that is (2.107.b) for N + l. • 

Remarks. 1. T(t) being a Co-semigroup of contractions is not essential 
here. In general 

||T(*)|| < Me^ (2.116) 

holds for some M > 0 , ß GIR (cf. [35]). Instead of (2.9) now holds (theorem 
3.13 of [35]) 

M 

That means 

l|Ä(A; -A)l\\ " 1 fo rA> ? . (2.117) 

||(/ + TA- \\\ < — -— for r < 1/ß , if̂  > 0 . (2.118) 
(1 -Tß)n 

Now the proof of theorem 2.13 is exactly the same by using (2.116) and 
(2.118) instead of (2.7.d) and (2.12), keeping in mind (2.72) for the right 
hand side of (2.118), but we get the additional time-seep bound 

T < 1/ß , in case ß > 0 . (2.119) 

2. The proof of theorem 2.13 does not render theorem 2.12 and it's proof 
superfluous: From theorem 2.12 and the succeeding remarks we learn the 
role of inconsistent data. 
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3. Presentation of the algorithm 

3.1 The semi—discrete case and the t i m e -
step control mechanism 

In this section we describe a semi-discrete algorithm for the solution of the 
parabolic problem (2.5): 

We use the implicit Euler discretization in time, assuming the thus aris­
ing elliptic problems are solved exactly, and control t ime-step and order 
of the method by extrapolation following the ideas of DEUFLHARD [11] 
for ODE's . 

The main purpose of this section will be to show, tha t the usual results with 
some modification still hold in L2(fi), instead of some IR". Also the fully-
discrete algorithm has to simulate the t ime-step and order control of the 
semi-discrete - in order to obey the requirements of the continuous problem. 

The common idea of extrapolation is: For a fixed basic t ime-step T > 0 

IA{\ := uTi(T, , (3.1) 

the implicit Euler discretization with t ime-step TV = — as introduced in 
. . . . "• 

chapter 2 is computed for a given sequence of increasing n,-: 

J- — {n x ,n 2 , • •.} . (3.2) 

Since in limit u(T) = uT-0(T), we extrapolate the values (U\\,...,ZYfci) t ° 
T — 0, getting an approximation from which we hope, that it is better than 
the U{\. This will be made precise now. We compute the interpolation 
polynomial with values in L2(Q,) 

Pjk(r) = e0 + elT + . . . + Cfc-lT ~ , ( 3 . 3 ) 

e 0 , . . . , ek-i € L2(Q), such that 

Pjk(ri) — ^i i f°r i'• = j , J' k 1, • • • ,j — k + l . (3.4) 

This can be done in L2(0), since the ej are determinable as linear combina­
tions of the Un as we will see later on. Now extrapolation to the limit r J. 0 
consists in using 

Ujk := Pjk{0) = eo € L ($7) . (3.5) 
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The values Ujk can easily be computed in the extrapolation table 

I \ 
6Y2l *• t /*22 

i J. \ 

^ • f c l * . . . ^k,k-\ * ^kk 

using the Aitken-Neville algorithm: j > 2 

11-11 -J- ty.fc-l — Z/y-l,fe-l , _ , 
Mjfc — Ujtk-i H — : , A; = i , 

(3.6) 

[Li 1 
(3.7) 

nj-*+i 

which can be performed in L2(Q,). Now we want to get an idea of the error 
| |u(T) — Ujk^L?(Q)) This ii done by the following 

T h e o r e m 3 . 1 . Assume that the following asymptotic expansion holds in 
L2(n): 

uT(T) = u(T) + ei(T)r + . . . + e fc - i ( r )V" 1 + Ek(T; T)T (3.8) 

with tj{T) , Ek(T;r) e L2(D,) forT > 0 , T € [0,ro] . Furthermore we 
assume 

| | ^ ( r ; r ) | | < CT~lk uniformly in r £ [[0ro] . (3-9) 

Conditions for (3.8) and (3.9) to hold have been derived in sections 2.4 and 
2.5, showing 

7* e [—1)*] . (3-10) 

This yields 

ejk '•= \\u(T) — Ujk\\L2(Q) 5: IjkT ~lk (3.11) 

Proof. We follow [20], proof of theorem 9.1. We consider the Vandermonde 
matrix 

1 i 

Ajk '•— 

l 

1 

(3.12) 

so we can write (3.3) and (3.8) in new form 

Uji 

U. j-fc+i,i 

= Aik 

Ujk 
e\i 

ek-lTJ~i 

in [L {U)\ . (3.3') 

J 
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Uji 

Mj—k+l,l 

= A •i* 

u{T) 
e\(T)T 

ek _i(r)T k—\ 

+ 

Ek(T; T*)TJ 

Ek(T; Tj-k+i)Tj- fc+i 

(3.8') 

Since A is a scalar matrix (3.3') shows the already stated computability of 
the ej 's in L ( 0 ) . Subtracting of (3.8') from (3.3') yields 

- * • * 

ljA; 

lAjk - uuT) 

{efc-i - ek-i{T))T 

Therefore, since A-k exists: 

1—fc-f-i 

\\Mjk —'u(T')||z/2(fi) < ll-̂ jfl ll°° max ||£^(T; T,-)T,- |ji2(n) . 

Together with (3.9) this yields 

\\lfjk — u(3n) 11̂ 2(0) < IjkT 1k • 

(3.13) 

(3.14) 

(3.15) 

R e m a r k s . 

1. Because of (3.14) the analysis of the -)jk can be done as usual, yielding 
asymptotically 

7jk = [nj-k+i • • • •j\ (s\a) ' ^ •> (3.16) 

where C{ct) is the Toeplitz-constant associated with T and C depends 
on the problem. 

2. In our example from the end of section 2.4 we get for the inconsistent 
initial da ta 

Vl/4 
7T — X 

tha t 7fc = k — 1/4. Therefore we have order 1/4 in the whole table. 

3. Since one implicit Euler step increases the consistency (</? (E DA™ ^ 
UT(T) (E -DAm+i) we have, by theorem 2.13, after some basic time-steps 
7^ = — 1, tha t means 

\\Ujk — W(T)||^,2kQ\ 1 7jfcT 

the full and maximal order. 

[ 
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By these remarks and the fact that in general 

7ffc will be small for j , k large 

we see, that the assumption 

is reasonable. As in DEUFLHARD [11] section 1.2 we are thus led to the 
subdiagonal error criterion 

as a reasonable estimator. 

A single quantity in square brackets shall denote by now and in 
future a computable estimator for this quantity. 

The basic time-step for achieving a prescribed tolerance TOL in line j + 1 
of the extrapolation table will be given by 

TOL ^ 1C(J'--r?^ 
, ;— 
[£j+l,j\sd, 

Tj+ij := [ -— J T , (3.19) 

T the present basic time-step. The estimator [jj] will be explained in section 
3.5. 

3.2 The fully discrete case: the multilevel 
concept 

Now we have to approximate the elliptic problems arising by each implicit 
Euler step: 

U1 + TAU1 = u° + T / ,_ __. 

Since we want to use extrapolation in L2(fi) we are interested in global 
approximations with controllable error. One natural possibility in view of 
irregular boundary geometries are finite element methods. 

If we do that, we get instead of (3.6) the perturbed extrapolation table 

Un + Sn \ 
I 
: '•• (3.21) 

\ 

Uk\ + £iti - • • • • Ukk + °k> •> 
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where the 8j\ are produced by the successive solution of the elliptic problems 
and the Sjk with k > 1 are the propagated errors in the table. 

Notation: 
Ujk := Ujk + Sjk . (3.22) 

Since the problem-oriented t ime-step mechanism (3.19) is connected with the 
semi-discrete estimator [Sq+i^jsd we are naturally led to achieve two things: 

I. A fully discrete estimator [£9+i,g] with 

[£g+l,ijjsd < [£9+l,q\ • 

II. A control of 8q+itq+i, so tha t 

Uq+iiq+i is a tolerable approximation. 

This leads to the following concept: Assuming estimators [6jt+i,^], [ufc+i^+i] 
(they will be constructed in the next section) we get from 

|.£k+l,A:Jsd _: |p»i+l,fc Kk+l.fc+l ||L2(fi) / o o q \ 

+ ||"fc+l,k||L2(fl) + ||0fc-f-l,A:4-l ||X/2(fi) 

the fully-discrete estimator 

[sk+i,k] '•— ||^»t+l,fc k"' Mk+f,k+i|\L2(Sl) + [^fc+l,A;J + L[fc+l.fc++i , ( ( 3 2 4 ) 

a completely computable quantity. The error of the available approximation 

L(k+i,k+i is now estimated by 

||^*fc+l,fc+i - u(-L )||L2(n) < L^*+l,fc+lJ + lek+l,fcJ » ( 3 - 2 5 ) 

so it is reasonable to ask for 

a) [6fc+i,A:],[6fc+i,fc+i] < T O L / 4 

b) [£fc+1,fc] < TOL 

in connection with the replacement of (3.19) by 

TOL ^ ' ' • 7 _" J) 

(3.26) 

/ l O L \ 

ri+1J = \W^7}) T' (3'19,) 

3.3 Perturbation of the extrapolation-table 

Here we construct computable [Sjk]- This is done in two steps. 
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First s t ep : Replay to the Sji. 

Since our extrapolation is linear, we get 

3 

öjk= £-, ßjk^n 5 (3.27) 
i=j—k+l 

where the coefficients ßl-k only depend on the chosen subdividing sequence 
T. 

Thus we can define 
3 

[fyk] •= tI Ißjfcli '̂i] (3-28) 

and requirement (3.26.a) can be replaced by 

[Sjt] < min < =— I = : a^TOL . (3.29) 
- ' - ' -'~q'q+ - [^\Piq\l) 

The coefficients a* can be computed once at the beginning, they also depend 
only on T. 

Second s tep: Required errors of the elliptic solver. 

For building the extrapolation table up to row k, we have to compute the 
Üj\ with error not exceeding a^TOL (see (3.29)). This is done by solving j 
elliptic problems, the implicit Euler steps. The i ' th produces its own error A, 
and the exact problem propagates the previous error A,-_i by the propagation 
operator 7r, thus leading to 

A,- = Ä- + 7rA;^! . (3.30) 

The role of ir can be controlled: 

L e m m a 3.2 . Making the general assumptions of chapter 2, we have 

||N|| < 1 • (3-31) 

Proof. Instead of solving one implicit Euler step 

( / + TA)U1 =u° + r/ (3.32) 

we have an error A additional to u° producing an error 7rA additional to u1 

(/ -(- TA)(U -\- 7TA) = U -j- A -\- T/ . (3.33) 
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The difference leads 
7T = yl -\- TA.) 

T \ T 

(3.34) 

By the Hille-Yosida theorem 2.1 and lemma 2.4 we therefore know the result: 

INI = ll~-ß \~'' ~A) II - Y/7 ~~ l . 

If we use a reliable elliptic solver, which produces solutions with required 
accuracy e delivering an estimation [A], we have for constant requirement 
from (3.30) and (3.31) 

ll^jll-k2^) — Je • v*5- ) 

The requirement (3.29) thus yields 

e := - a * T O L 
3 

(3.36) 

as accuracy for the elliptic solver in the implicit Euler steps leading to lAj\ 
for an extrapolation table up to row k. This is the fundamental connection 
between the time-control mechanism (extrapolation table) and the space-
discretization. The elliptic solver has to choose the space mesh relative to 
the requirement (3.36). 

Finally we have 
[Sji] := [Äi] + . . . + [Äj] . (3.37) 

The coefficients a'j/j are shown in figure 1 for J- = { 1 , 2 , 3 , . . . } , the harmonic 
sequence. 

ÖJ = 1/4 
a\ = 1/8 

«? = 1/8 
at = 1/8 
Ofj = 1/8 

The coefficients a.- up to row 5 

a 2 = 1/16 
a\ = 1/48 
OL\ = 1/64 

= 1/64 as 
9 

Ctn = 1/54 a3 

at = 1/216 
= 1/405 a3 

a\ = 3/512 
a\ = 3/2560 a\ = 6/3125 

Table 3.1 The coefficients on until row 5 
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curves are alphafj,*) vs k 

^\ •^^ 

- * ALPHA1 

+ ALPHA2 
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0. l 6.2 0.2 0.4 0.5 

Figure 3.1 The coefficient ofcjj 

3.4 The order control mechanism 

As in DEUFLHARD [11] we control the "order", that means here the row 
in the extrapolation table, in addition to the time-step. Relation (3.19') 
supplies us with step-size guesses Tj+ij for convergence ofUj+i.. As in [11] 
we define 

T A / 0 0 0 . 
Wf+ij := — Aj+i (3.38) 

the normalized work per unit step, where Aj+\ measures the amount of work 
required to obtain WJ+IJ+I . But this will surely depend on the work required 
by the elliptic solver to solve its problem with accuracy e given in (3.36). 
But this e does not only depend on j , the row of the table, but also on k, 
the final row, to which the table will be build up. 
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Thus we should replace (3.38) by 

y 1-H i l J + l j 

introducing Aj+1 as the amount of work required to obtain Uj+ij+i in a table 
up to Ukk- These A^+1 will depend on the chosen elliptic solver. An example 
is given in the next chapter for the 1-D case. On this basis we can actually 
determine an optimal column index q by 

9+1'9 , = i fc-i ^ + 1 ' J 

Knowing this q, we certainly use the step-size guess Tq+i>q for the next basic 
t ime-step and expect convergence in the vicinity of q. 

In order to get a reliable code, avoiding pseudo-convergence and related 
undesirable things, which occur in practice, one has to implement three things 

• convergence monitor 

• order window 

• device for possible increase of order greater than k . 

(See D E U F L H A R D [12]) 

This can be achieved by comparing the actual behavior in the table with an 
information-theoretic standard model derived in [11]. Since it depends on the 
amount of work Ak:+1 and the exponents of estimate (3.11) we have to perform 
several small changes. For sake of completeness we give all changed quantities 
and the new convergence monitor etc. - without giving any reasons, since 
one can use exactly the arguments given in [11]. 

Instead of the a9
k ([11] 3.7) we get 

a,-j' == TOL « + + 1 1 J (3.40) 

and new 

a 
(«,*) 1 1 / ( i _ l 7 ' ] ) 

•i+i.j 
«\].?,*):= S "TOL I J ^ Q • (3.41) 

1. Poss ib le increase of order: 

Situation: q — k — 1 < &max — 1 1 

Increase "order", if 

Aqq+1a(q,q-\-l,q+ 2)> Aq
q+2 (3.42) 

42 



and take the t ime-step 

Tnew :=Tq+l<q • a(q,q + l,q + 2) (3.43) 

2. Convergence moni tor: 

Let q be the expected optimal order. If for some previous entry of the table 
(specified in 3) 

T I a(j, q + l,k) , i f q < k — 1 , s 

then redo the step with 

Tied := Tj + 1 ) ja ( j , q, k) • a (3.45) 

where a denotes a safety-factor 0 < a < 1. 

3 . O r d e r - w i n d o w : 

Both the error criterion (3.26.b) and the monitoring condition (3.44) are only 
tested for j in the range 

Moreover the next optimal "order" index is restricted to the condition 

•new 5: <Z + 1 

3.5 T h e consistency—estimator [7 ]̂ 

The last missing point for a complete description of the algorithm without 
specifying the elliptic solver remains to be an estimator for [7*.]. Relation 
(2.90) makes the assumption 

7> = m a x ( - l , i - 7 ) (3.46) 

for some 7 reflecting the consistency of the last approximation u(t) plausible: 

ü(t) G DAI , 7 maximal . 

So we need an estimator [7] for 7. 

We start assuming as much consistency we need, tha t means 

iTjstart = "'max + J- • ( 7) 

If the estimated [-fj] are seriously too less ([7] seriously too large) we will get 
far too large t ime-step guesses by (3.19') and therefore a step-size reduction 
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(3.48) 

with redoing of the step. Now take the largest possible k, for which with 
respect to the old time-step T0\d as well as to the new time-step Tnew error 
estimates [£fc+i*:c]oid respectively [et+i,fc]new are available. By theorem 3.1 we 
have 

a) [£fc+l,k]old = CTM 

b) [£fc+l,A;]new = CTn~^k , 

that means 

log ([e^i^lnew) 

'««(at) 
leading to the reasonable 

~, ; VleJHi,JfcJnew/ /n , n \ 
7J(. Ä! K jf r (o.4yj 

/ l o g ( tg*+iillold) \ 

[7]new := nun [7]0id , — / ^ ^ T (3.50) 
1 (IsM.\ 
l0gUnewJ / 

The log-quotient will be in reasonable behaving cases positive, because of 
?new < Told- If not, we do best by trying 

Wnew : = Moid /2 . (3.51) 

Now we set 
[7j]new := m a x ( - l , i - [7Jnew) . (3.52) 

If we have no step-size reduction and redoing of a step, we have to consider 
an increase of 7 (each implicit Euler step increases 7 by one): 

[7] —• min(A;max + 1 , [7] + 1) =: [7]new , (3.53) 

and define again the [jj] by (3.52). 

44 



4. Algorithmical details in the 1—D 
case 

4.1 Required features of an elliptic solver 

In the last chapter we treated the elliptic solver mainly as a black box. In 
fact we required only two things 

1. The elliptic solver is started with a required accuracy e, and gives 
global solutions together with an error estimate [Ä] (see the text before 
estimate (3.35)) 

2. The amount of work A*+1 as occurring in (3.38') should be computable. 

Another feature should also be required: 

In order to realize the first requirement, it is reasonable to use an adaptive 
FEM-method. This will mainly contain the following three modules: 

• error-estimator 

• linear solver 

• refinement-strategy 

Since we are dealing with an one-parameter family of elliptic problems 

u + rAu = f (4.1) 

we have to require: 

3. The performance of the error-estimator and linear solver should be 
independent of r , especially should work in the vicinity of r = 0. 

4.2 Theory for r—independent elliptic error 
estimation and amount of work principle 

For the rest of this chapter we restrict our attention to second order elliptic 
operators (m = 1) in one space dimension, using linear finite elements. 
The difficulty for constructing r-independent error estimators lies in the fact, 
that we get a break-down of /̂ Q (0)—ellipticity as r | 0 for our bilinear form 

BT(uv)) := (u, v)L,2 + ra(u, v) (4.2) 

associated with the elliptic problem (4.1). In this case we get a transition 
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Ritz-projection — • L —projection. 

Therefore residual-methods for error-estimation, which strongly use elliptic-
ity bounds, are ruled out. 

Here we use localization, i.e. we solve on the subintervals of the mesh 
the same elliptic problem with imposing the actual FEM-approximat ion as 
Dirichlet boundary condition. This should give a reasonable local error esti­
mator. Surely the local problems will not be solved exactly, but it is enough 
to solve them with higher accuracy using quadratic elements. This will give 
a r - independent error-estimator from below as we will see later on. 

The rest of this section is devoted to make this idea precise and to show the 
relevant inequality. This will be rather long and technical. 

The procedure uses norms which are extensions of those introduced by 
B A B U S K A / O S B O R N E [4] for the purely elliptic case. Extensions, because 
we also have to consider the effect of the parameter r. 

Since we do not want to excess the technical effort here, we restrict the 
attention to the heat equation on fi = I := [0,1]] thus considering the bilinear 
form 

BT{u,v) := / u{x)v{x)dx + T / u {x)v {x)dx . (4-3) 
0 o 

Changes for general Sturm-Liouville operators A instead of —d fdx will be 
indicated in the remarks at the end of this section. 

Let r > 0. We take a subdivision A (mesh) of / : 

a) A := {0 = x0 < xx < ... < xn — 1} 

b) hj : = Xj - Xj_j ; I, :=\Xj—i,Xj[ , j = 1 , . . . ,n (4.4) 

c) 6j := {hj + kj+\)/2 ; j = 1 , . . . , n - 1 . 

Now we introduce mesh and parameter r dependent norms: 

For u G HQ{I) let (remember Sobolev-lemma!) 

n - l 

IMIO.A:= IMIo + 2^ t>j\u{xj)\ (4.5) 
i=\ 

and define H& to be the completion of HQ(I) with respect to this norm. In 
the norm || • ||o ^ something like a discrete L -norm on the mesh A is coupled 
to the L ( / ) -norm. 

Further we define 

a ) HA,T '•- {i e HQ(/)| U\I, £ H2{Ij) , ; = i,...,n} 

2 2 (TT* 2 V^ 1 2 - i \ (4.6) 
b) ||W||2)A,T

 : = IMIo + r I 2-^ I)l2,/• + z2 \^u'(xi)\ ^j I 
\ J = l j = l / 
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where 
Ju'(xj) := u'(x~j) — u'(x~) (4.7) 

denotes the jump of the first derivative at Xj (again Sobolev-lemma is used!) 
and | • | 2 ) j - the seminorm \u\l j = fj. \u"\2dx . 

SA C HO(I) shall denote the space of linear Co-finite elements on A. Note 
that S&, C H^ and SA C H\ T . 

Partial integration shows for u E HQ(I) and v E H\ T that 

-1 n . n—1 

UV 2 

/ , / WÜ ~ T £__, ufoj)JV (XJ) , (4.8) 
j = i ; j = i 

so we can extend BT(-, •) as a bilinear form on H% x i/2 ,• , noting the following 

Lemma 4.1. For u E i / A and v E # 1 ., we have 

\BT(«,v)| < UI||U||O,A||U||2,A,T (4.9) 

w^/i C\ independent of A and r. 

Proof. Repeated application of Cauchy-Schwarz inequality to integrals and 
sums yields 

-1 u . n —1 

\BT(uvv)\ < f huv\-\-ri_jj \uv"\ + T ; , |u(:c,)||j7V(£?)\ 
o j=\JlJ j = l  

^ 

< llUllo|M|o + 2^ |lU||o,/J
T|u|2,/j 

+ EI«(^)I^1/2^I^'(^)I^1/2 

3 =1 
( „ „ 1 "\ / 

I n n—1 I 

1/2 
l 3 =1 J —1 ) 

{ii«iß+rafi:Hi/,-+Bx;iM^)iv 
< ^^J|«||O,A||UI|2,A,, . 

Lemma 4.2. TTere exists a constant C? > 0, independent of A and r, 
such that 

s u p !jj— > C/2||H||o,A (.4.10) 

for all u E SA -
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Proof. For a given u E 5 A let v E 5 A be the solution of 

BT{ip,v) — (u,ipLi,2 for all </? € 5 A . (4-H) 

Therefore 
BT(u,v) = \\u\\0 . (4.12) 

Now we note tha t on the family 5 A the norms || • ||o and || • •|O0A are uniformly 
equivalent in the sense 

M I P I I O 5: ||u||o,A < *2||u | |o for all u E 5 A , (4-13) 

ki, k2 positive constants independent of A. This is essentially relation (4.3.c) 
of [4], but can be shown in our case, linear elements, by direct computation. 

Thus we get from (4.12) 

| .DT(u,t; ;) > C | | | M | | 0 ) A , (4.14) 

C > 0 independent of A and r . 

Next we have to estimate ||U||2,A,T- For that purpose we look closer at (4.11): 

/ U(p — I (TV (fi + V(f) 

o n n-1 (4 15) 
V^ . ViD — T - ^ 7v'(x \U>(T \ M C <? 

i= i 

since v" = 0 on Ij. 

Let {(ßkj C J A be the nodal basii 

fk(xj) = 8kj k = 1 , . . . l n — 1 . (4.16) 

Equation (4.15) gives by inserting < = C/Ĵ : 

Jv (xk) = - ( / v<fk - J u^Pkj . (4.17) 

Now we have 

/ (v — u)ipk < / 
JO Xk—\ 

< / \v — u\ypb| 
Xk—\ 

< \\V — w||o,/fcu7jt+1 V fc , 

therefore 
n—1 n—1 

7-2 £ \Jv\xj)\281l < 2 £ Ilu - u|lo,/*u/fc+1 

< 4 1 1 « - u l ß . 

(4181 
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Hence we get, remembering v" = 0 on each Ij, 

n - l 

IMUA.T = IMIo + rr ]C \Jv\xi;)Sj * 

< II«II2 + 4||u - « | | o ' 

< 9||u||o + 8||«||2 . 

But inserting <p = v vnto o4.111 )ields 

H l̂lo ^ BT(v,v) = (U,I>)L2 < ||M||O||V||O i 

thus 
\\v\\o < IPIIO , (4.20) 

and 

IMUA.T < 17|Mlo < 17||«||0)A . (4.21) 
This and relation (4.14) give the assertion. • 

Before we consider the error estimation, we shall discuss some consequences 
of these lemmas: 

1. They yield the quasi-optimality of the FEM-approximation «^ with 
respect to the || • ||O,A norm independent of r: 

I\u - «A||O,A 5; C inf ||u - </?||O,A •, (4.22) 

C independent of A and r. Note that for r > 0 and / € L2 we have 
u € HQ(I) C H^. The relation (4.22) follows from general results given 
in BABUSKA/AZIZ [2], using Lemma 4.1 and 4.2. 

2. Now adequate adaptive meshes can be characterized as follows: 

inf \\u — V\IOA < - T , (4.23) 
v€5A n2 

C fairly independent of u, n the number of degrees of freedom. Note 
that with I& the interpolation operator and a quasi-uniform mesh A 
we get by (4.22) 

||W — MA||O,A < ^ \\u -IAW | |O,A 

= C\\u — I&u\\o 

< (7/i2||?i||2 . 

As heuristic arguments tor requirement (4.23) can serve section 6.b and 
6.c of [4] and theorem 5.2 of [3], as well as numerical experience. 
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3. On those adequate meshes we get 

C 
||u —WA|| . ,A SL 2 ' (4-24) 

C fairly independent of A and r . 

This justifies our basic amount of work principle: 

Adaptive solution of an elliptic problem from family (4.1) with accuracy e 
needs 

n = C J y/t (4.25) 

degrees of freedom, C fairly independent of r and A. 

Next we describe the error estimator: For j = l , . . . , n consider the local 
elliptic problems 

a) Wj + TAW3 = f on Ij 
' . . . . . (4.ZD) 
) J ( J-I) A ( j—I) , j \ ) ) AX ) ) 

Relation(4.26.b) means that 

WJ := WJ - «^ e H*(I)) (4.27) 

and a weak formulation of (4.26.a) is therefore with 

e := u — u/\ (4.28) 

the equation 

BT[Wj)v) = BT(e,v) for every v E HQ[Ij) . (4.29) 

Let Sf C H0(Ij) be the space of quadratic finite elements on the grid 

{xj_i,(a;j_i + Xj)/2XXj\, and Wj £ Sj the FEM-approximat ion of Wj on 

Ij, that means 

BT{Wj,(f) = BTee,ip) = (/¥<p) - BT[u^,ip) for all y/? E Sj . (4.30) 

These Wj are ccmputable. 

Our computable local error estimator is now 

blji '•= \\wj\\o,ij , j = ll,..,n (4.31) 

and the global one 

M : = I J2[Vj}21 • (4-32) 
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To show relations between [n] and r\ := ||e||o,A we have to introduce local 
(semi-)norms: j = 1 , . . . , n. 

For u G Hi set 

IMllo,A,/j : = IMIo,/,- + khj\u-xj-i) + u\xj) ) , (4-33) 

and for v € H2(Ij) 

\\V\U,IJ,T •— \Mlh,/,+ T (M2,/,•+ 2/i~ (|u _XJ_I)| + |u (xJ)\ )) • (4.34) 

Before we state our main result, we localize lemma 4.1 and 4.2. 

Lemma 4.3. For u G i7A and v £ H2(Ij), extended to I by zero, we have 

\BTru,v)\ C CI||«||O,A,/,-||U||2,/,-,T (4.35) 

with the T and A-independent constant C\ = y/2 of lemma \.l. 

Proof. The same as for lemma 4.1. • 

Lemma 4.4. There exists a constant C3 > 0 independent of A and r, such 
that 

\BT(uvv)\ 
v 5«P ||u||2)/)T - U 3 l lu l l°^ 

for all u u Sf 

Proof. First we observe that v G Sf can be written as follows 

4 
a) v(x) = a{v) • -pi\x - XJ_I)(XJ - x) 

hj 
b) Ct[V) .— IM I • 

(4.36) 

Inserting and direct computation gives for v G Sf 

a) M2,/ = 2foj7 (|t/(xj_1)|a + |V'(XJ)| ) = 64a(u) /hj , 

b) lüli,/> = Ta\v) /hj (4.37) 

c) IMIo,/, = TEa(«) hj -

Given « G Sj we solve the problem: v £ Sj 

J5T(v,y) = (u,V?)L2(/ ) for all < £ •S'j , (4.38) 
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that means 
j^oc{v)hj + rh/ijy-a(u) = jghjCt(u) , (4.39) 

or 

*(v) ~ 1 + I0r/h] r 
(4-40) 

Thus we get 

(h2 + 2 4 0 T 2 / / ^ ) 

(hj + lUT/hj) 

(4-41) 

Set 
( 2 + t)A(\*2) 

X^S '^ — (s + my ' 
(4-42) 

For fixed t > 0 we have 

a) lim x(-M) = 1 

b) x (M) = f 
(4.43) 

and one local extremum by sex = 242: 
(4.43) 

C) Xl^ex^) = 17 • 

Therefore 

0 < x ( M ) < T f o r e v e r y ^ ° ' ' ^ ° (4.44) 

and thus 
| |„||2 s- 12 | |„| |2 

Flta./j.T ^ TlPllo./j • 

Inserting <p = u into (4.38) gives 

(4.45) 

Br(uv)) = ||w||0i/ , (4.46) 

therefore 
\BT(u,v)| . y ,, ,, 

F|lVjv-
(4.47) 

that implies our assertion. • 

Now we get our main result: 

Theorem 4.5 The following local and global estimates hold 

b) bl] < Krj := Ä"||u - uA\|O,A , 

K a positive constant independent of A and r . 

(4.48) 
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Proof. By (4.30) we get using lemma 4.3 and 4.4: 

blj] = \\^j\\o,i, < -pr sUp i|T n J ' n 
° 3 veSf,v?0 \\v\\2,Ij,r 

1 iBT(e, v)\ 
= TTT S ^ IInIL T 

Q 
< 77~l|el|0,A,.7j : -*»• 7 j • 

That gives (4.48.a). Relation (4.48.b) follows by taking the definition of [t]] 
and observing tha t 

n 

IP H,,A = Z-^i IMlO,A,Jy for a^ V H -"A • (4.49) 

R e m a r k s . 

1. In the case of our model-problem, the heat-equation, we have 

K = fV3Ö ~ 2.2 . 

This is seen by relation (4.35) and (4.47) and the constants given 
therein. 

2. All results hold (except the values of Ci, C2, C3 and K) for general 
Sturm-Liouville operators A. This can be seen with techniques used in 
[4] applied to our proof for the model-problem. Even Xp-versions are 
possible, see [4]. 

4.3 The refinement strategy and the linear 
solver 

• T h e ref inement strategy. 
Since we are equipped with local error indicators r/j, we are able to 
build a refinement strategy: 

refine Ij if T]J > cut . 

The heuristic (4.23) asks for a nearly equidistributed error. In order 
to achieve that , we determine "cut" following B A B Ü S K A / R H E I N B O L D T 
[5]: We use a simple heuristic prediction scheme to forecast what may 
happen to TJJ if Ij is subdevided. Locally we may assume 

i]j = CjhjJ as hj —> 0 . (4.50) 
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Suppose Ij was generated by subdividing IJ with local error r]f obey­
ing (4.50). The 7/j-value after dividing Ij will be thus approximately 

new 'j (A M ) 

Clearly now, we should refine only those elements Ij which have an 
rjj—value above the largest predicted new 77-value in the next mesh: 

cut := ma.X7/^ew 

3 

• T h e l inear solver. 
Since we treat the 1-D case here, the stiffness-matrix M is tridiagonal. 
So linear equations can be solved by direct Gauss-elimination without 
pivoting in 0{n) simple operations. 

However, the global stiffness-matrix M needs not to be assembled: It 
is enough to know the local stiffness-matrices M3 associated to Ij using 
the following algorithm: 

Mu = f on A (4.52) 

can be solved as follows 

I. LR-Decomposition: 

a) r2 = Mlx + M\2 

b) j' = 2,..., n — 1 : 

Ij = M^/fj 

Tj+= = -^11 "1" -^22 M fj-^21 

delivering to vectors 

r = ( r 2 2 , . . , r n ) 

/ = (hi • • • , «n-l j 

which have to be stored. 

II. Forward Substitution: 

a) W[Xi) = f(x\) 

b) j' = 2 , . . . . n - 1 : 

w(Xj) = f(Xj) — ljVj(Xj-.i) 

giving a vector w = (w(x\)).... ,w(xn-\)) . 

(4.53) 

(4.54) 
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III. Backward Substitution: 

a) u(3n_!) = w(xn_i)/rn 

b) j = n - 2 , . . . , l : 

u(XJ) = (w(X)) - Mh w(xj+i)))rj+1 

giving the solution vector 

u = (u(x\i),.., u(xn_i)) . 

The storage of u may overwrite w. 

This finishes our description for the elliptic solver. 

4.4 Realization of extrapolation 

The elliptic-solver produces a first column of the extrapolation-table as fol­
lows: 

£4i £ 5A* • 

In order to extrapolate we consider the common mesh 

k 

A = [J A; . (4.55) 
j=i 

Surely Uj\ 6 5A (in practice done by linear interpolation between the nodes: 
Uj\ is linear there). Now we can do the extrapolation in the coefficient vector 
of the nodal basis for A. 

In 2-D case (4.55) does not work, because the such defined A will in general 
not be a triangulation. So we have to require that there exists a triangulation 
A, that 

Wji € 5A , j = l, • .,f c . 

This is a requirement on the Aj. In this case we will call the Aj compatible. 

In practice this can be achieved as follows: 

First we have the triangulation Aj for Un.. We set A1 := Ai. 

Given A-7, j = 1 , . . . , k — 1 we construct Aj + 1 and A J + 1 as followss 

The necessary refinement for AJ+1 is done using the tree for A-7, possible 
extending that tree. This extended tree will be A J + 1 , so that AJ and AJ+i 
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are subtrees of A-7"1" . That means, we have 

and 

S&j C S&j+i 

In the same step we compute the coefficients for ZVn,..., Wj+i^ in the nodal 
basis of S&j+i by linear interpolation of the nodal basis representation of S&. 

As the above A we get A , for which by construction 

Uj\ E SAk , j' = 1 , . . . , k . 

Also we have by construction the Uj\ in the nodal basis representation of 
S^k. In this basis the extrapolation will be performed. 

This efficient method should also be used in the 1-D case. It yields the same 
A as (4.55). 

4.5 Some remarks about 2—D difficulties 

In principle we could try to use our r-extrapolation algorithm for 2-D prob­
lems as well, the theory of chapter 2 and the description of chapter 3 do 
not depend on the dimension. But the use in connection with the ttmporary 
version of the multi-level elliptic solver KASKADE is for two reasons not 
possible: 

1. The implemented error-estimator would not be r-independent 

2. The iterative linear solver would not work r-independent 

Motivation for 2: 

T "small" r "big" 

the stiffness-matrix to BT be- the stiffness-matrix to BT be­
haves essentially like the mass- haves essentially like the stiffness 
matrix: proper preconditioning matrix with respect to A: proper 
would be the use of a scaled nodal preconditioning is the use of hier-
basis, WATHEN [38]. archical basis YSERENTANT [41], 

as used in KASKADE. 

The preconditioning of BT for all T is a still open question. For 
quasi-uniform grids exists a suggestion by YSERENTANT [42]. 
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5. Realization of the algorithm 

5.1 The program KASTIX, a short descrip­
tion 

The program KASTIX (KASkade Time dependent with extrapolation) is 
a realization of the algorithm described in chapters 2 - 4 for the 1-D case. 
The central 1-D elliptic solver, which plays an essential role as we know, 
is written analogous to the 2-D elliptic solver KASKADE, in its temporary 
version at the ZIB written by RoiTZSCH [30] [31]. This analogy consists in 
the use of the same structuring, hiding of relevant parts and parts of the 
data-structures. This should simplify a future extention to the 2-D case 
using KASKADE as the elliptic solver. 

Essentially new parts in the elliptic solver are the simultaneous handling of 
a family of grids, the error-estimator, the refinement strategy and the linear 
solver; parts which are subject to change in KASKADE when it will be used 
sometime for the 2-D case, see the problems mentioned at the end of chapter 
4. 

The temporary experimental batch version of KASTIX was written by the 
author in the language C (the source has the size of 64 K) and was developed 
and tested on a SUN3 workstation. 

The following modules reveal the main structure of KASTIX: 

• Grid management (files: delete.c, gridbasic.c, gridinter.c, find.c, read-
grid.c, refine.c) 

• Assembling (assemble.c, problem.c) 

• Solve (estimate.c, solve.c) 

• Extrapolation (euler.c, extrapol.c, startconst.c) 

• System (sunutil.c, msg.c) 

• Graphics (writegraz.c) 

• Main (kastix.c) 

Grid management: 

Routines for creating and deleting grids, refinement of elements, dynamic 
storage control, evaluating grid functions, interpolation on finer grids, com­
bining of several grids to a common one. 
Assembling: 

57 



Routines for the assembling of local stiffness- and mass-matrices, the problem 
management. 

Solve: 

Routines for the r-independent error-estimation of the elliptic subproblem, 
marking of elements for refinement, the Gauss-elimination process of section 
4.3. 

Extrapolation: 

Routines for computing the constants from section 3.4, performing implicit 
Euler-steps, extrapolation, time and order control. 

Systems: 

Memory routines, clock and message handling. 

Graphics: 

Interface to the ZIB-Graphic GRAZIL, which was used to make the plots of 
section 5.2. 

Main: 

Starting KASTIX with user-specified data. 

Because even the source without comments would take too much place (70 
pages), we regret to refer the reader to forthcoming manuals of later versions. 

Remarks. 

• In the assembling module we use two point Gauss-quadrature for the 
L2-product of a function with a linear form function and three point 
Gauss-quadrature for the product with a quadratic form function. 

• In the current version the problem may have the following form 

a) ut (t, x) - p(x)uxx,t, x) - r(x)ux(t, x) - q(x)u(,, x) = f(t, x) 

x E [a,b\,t > 0 

b) u(0,x) = <p(x) ) x x [a, b\ 

c) u(t,a) = g1(t) 

u(t1b) = g2(0 

The convection term r should not "dominate". 
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5.2 Numerical examples 

Remark . In the following examples grids for time-sections will be shown. 
However, it should be noted, that these nodes are not a single grid to repre­
sent a stationary solution, but are the union of the grids in the extrapolat ion-
table. So they also contain information about the time-development. 

E x a m p l e 1 

Problem: 

This is the easiest example of simple heat conduction. 

x , . , v - J 0.0 for 0 < x < 1 
I o.\) _ 0 f o r l < \ 2 

b) ip := u(00 x) = 

c) u(i,0) = u(t2)) = 0 

x for 0 < x < 1 
2 - x for 1 < x < 2 

The initial data (p are here consistent, that is ip G Ho([0,2]). But due to the 
Sobolev-lemma, <p pj$ i72([0,2]]) ss we have ei (£ DA, i.ee t(pi son-smooth . 
But Fourier analysis shows 

ip G DA°* for all a < 3/4 . 

We have computed the solution until t = 5.0 with a prescribed tolerance 
TOL = 10~ . 

step time L2-error order nodes 

0 0.00e+00 0.00e+00 5 3 
1 5.00e-05 1.42e-07 2 5 
2 1.05e-01 3.17e-02 2 63 
3 5.69e-01 1.65e-02 2 41 
4 3.42e+00 6.87e-03 2 35 
5 5.00e+00 7.13e-03 2 35 

Table 5.1 Performance of KASTIX in example 1 

The right hand side has been chosen so, that the stationary solution is linear 
for 0 < x < 1 and quadratic for 1 < x < 2. Figure 1 nicely reflects in 
the picture for t = 5 the quality of the error-estimation: only one interior 
point in the linear part , equidistant points in the quadratic part . A SUN4 
workstation needed 1.67 seconds. 
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Figure 5.1 Time development for example 1 

Example 2 This is an example for heat conduction with inconsistent initial 
data. 

Problem: As in example 1, but 

i_ ' m \ I ~~ 1 for 0 < x < 1 
b ) <p:=u{[)) X) = < r 

[ +1 tor 1 < x < 2 
Here we have even </? 0 "TQ([0,2]), bbu tgain nb Fourier raalysis we eet 

<p £ -DAa for all a < 1/4 . 

M \-
0 
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Again the solution is computed until t = 5.0 with a prescribed tolerance 
TOL = 10"1. 

step time L2-error order nodes 

0 0.00e+00 0.00e+00 5 3 
1 5.00e-05 1.69e-02 2 117 
2 3.54e-04 2.03e-02 2 105 
3 2.04e-03 2.92e-02 2 169 
4 9.80e-03 3.86e-02 2 198 
5 4.10e-02 4.02e-02 2 128 
6 1.64e-01 9.34e-02 2 123 
7 4.81e-01 6.08e-02 2 48 
8 1.49e+00 4.58e-02 2 44 
9 5.00e+00 1.00e-02 2 35 

Table 5.2 Performance of KASTIX in example 2 

t - 9.0m—06, I17 nodp*. U—mrr.mmi - 1.99m—01, erder « t  

mi i i l l i imiim i i l l i mi — 
* ccs « * £ • « • 1 i:> 1:4 ia v* i 

I - 8.54m—04, 106 nodwm, M—mrr.mmi m M.09m—0Jt, ordmr • £ 

6 tfl tf4 •!• 
H I IB- — 

T f l TS TS iS \ 

« • M.04m—O9, 199 nodrna, LX—mrr.mn « X,9M»—vt, « r w r - 1 

i i i i * j ^ "̂ +H-M»-
* J3 R 53 JJ 1 i3 J5 n 53 j 6 «1 K4 tt ttt 1 1J t * 

! 

I - * . » • - » . /M »o*x U-TT.—t - a.ltt-M. arte- - J 

* «1 «4 «• «1 r 13 !3 1 

61 



t • 4.10*—0Mt 199 nodmm, U^trr.aot m 4.09t—09, order • f 

-OJ» 

-0.44 

\ g 

u m - " 
_j g- j - j j ^ i Ĵ J £_ ^ j^- 1 
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Figure 5.2 Time development for example 2 

A SUN4 workstation needed 15.74 seconds. 
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Example 3 This is a 1-D version of example 9.2 from ERIKSSON/JOHNSON 
[16]. In this case we solve on [0,2] a homogeneous heat equation with the 
following "approximate ^-function" at t = 0 as <p 

<p p= u(0,x) = --xpp— x je) 

with £ = 1/250 and prescribed tolerance TOL = 0.5. The exact solution is 

u(tx x) = ———===^ exp (—x ((At + e)) , 

which is the evolution of the Gauss-kernel. 

This example is interesting because of the development from a sharp peak to 
the zero-solution, which is challenging to the time-step control mechanism. 
Also we have the opportunity to test the error estimation. 
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Figure 5.3 Surface plot of the computed solution, example 3 

Here the time axis is chosen in logarithmic scale and is pointing towards the 
reader. 

This representation nicely illustrates the fact tha t the t ime-s tep control 
mechanism reflects reasonable changes of the solution. 
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Figure 5.4 Evolution of nodes, example 3 

Here the time axis is again in logarithmic scale. 
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Figure 5.5 Time-step evolution in example 3 

Here we can see the behavior of the time-step control. 
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gauss—kelnel : true—en vs. estimated error 

error 

i 0 -

• ^ - / " - , — ESTIMATED 

••- TRUE 

0.1 0.2 0.3 o!4 0.s 0.6 0.7 0.8 0.9 i i.1 1.2 
t ime-step number ( * E+02) 

Figure 5.6 True error versus estimated error, example 3 

Here we see the reliability of the error estimation. 

A SUN4 workstation needed 132.69 seconds to compute the solution till t 
12.0. 

T 

» 

4 

3 
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Example 4 This is example 2 of BIETERMAN/BABUSKA [7]. In this case 
we solve a heat equation with a small convection term with righthand-side, 
Dirichlet conditions and initial data chosen so, that the solution u(t,x) is a 

travelling wave . 

On J = [0,1] we solve for 0 < t < 0.9 and TOL = 2 • 10~2 

a) ut — uxx —ux = —c2tanh[c(x — t)} ]( — tanh [c(x x t)]t 

b) u(0,x) = (1.1 - tanh[cx])/2 

c) u(t,0) = (1.1 - tanh[-ct])/2 

u(«, 1) = (1.1 - tanh[c(l - t)]) /2 . 

The exact solution is 

u(t, x) = (1.1 - tanh[c(z - t)}) /2 . 

This example is interesting, because there should occur a "moving" of the 
condensing of nodes along the jump of the wave. 
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Figure 5.7 Surface plot of the travelling wave, example 4 
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0.9O, 

0.33 rb7 Tio 

Figure 5.8 "Moving" of nodes, example 4 

Remember that our algorithm realizes "moving nodes" without explictt moving 
of nodes. 
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Figure 5.9 Behavior of error-estimation, example 4 

A SUN4 workstation needed 94.10 seconds to compute the solution till t 
0.9. 
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