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ABSTRACT 

A new adaptive multilevel approach, for linear parabolic partial dif
ferential equations is presented, which is able to handle complicated 
space geometries, discontinuous coefficients, inconsistent initial data. 
Discretization in time first (Rothe's method) with order and stepsize 
control is perturbed by an adaptive finite element discretization of 
the elliptic subproblems, whose errors are controlled independently. 
Thus the high standards of solving adaptively ordinary differential 
equations and elliptic boundary value problems are combined. A the
ory of time discretization in Hilbert space is developed which yields 
to an optimal variable order method based on a multiplicative error 
correction. The problem of an efficient solution of the singularly per
turbed elliptic subproblems and the problem of error estimation for 
them can be uniquely solved within the framework of precondition
ing. A multilevel nodal basis preconditioner is derived, which allows 
the use of highly nonuniform tri angulations. Implementation issues 
are discussed in detail. Numerous numerical examples in one and two 
space dimensions clearly show the significant perspectives opened by 
the new algorithmic approach. Finally an application of the method is 
given in the area of hyperthermia, a recent clinical method for cancer 
therapy. 



Für Bg 

"Ein guter Engel wird immer nötig sein, was immer du tust." 

L. Wittgenstein, 
Bemerkungen über die Grundlagen der Mathematik, VII.16, 

Suhrkamp, Frankfurt a. M., 1984 
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INTRODUCTION 

In the presence of complicated space geometries, discontinuous coefficients, 
inconsistent initial data etc., the numerical solution of parabolic problems 
in two space dimensions requires a sophisticated reduction of the computa
tional amount of work. This reduction will be even more important in three 
space dimensions, for which it would be the only hope to break through the 
complexity barrier of many important problems of the natural sciences and 
technology. A nowadays increasingly important concept of such an amount 
of work reduction is adaptivity, i.e., the automatic choice of the degrees of 
freedom, such as the automatic distribution of nodes in a triangulation or the 
local order of a discretization. If we compute a family of approximations to 
an infinite dimensional problem with different local discretization parameters 
or orders instead of a single approximation, we speak of multilevel methods. 
Such a computation of simultaneous approximations allows to construct ef
fective error estimates, which support the adaptation control. Moreover the 
construction of fast iterative solvers for arising linear systems of very high 
dimension becomes possible by multilevel techniques, 

In the field of ordinary differential equations a high standard of adaptive 
multilevel algorithms has been reached by the state-of-the-art solvers with 
order and stepsize control, e.g., extrapolation methods, cf. [24]. For sta
tionary scalar elliptic boundary value problems a similar standard has been 
obtained in 2D by the adaptive finite element methods with a multilevel 
(multigrid) iterative solution process, cf. the work of BANK, YSERENTANT, 
DEUFLHARD and their collaborators [5, 6, 7, 8, 9, 10, 11, 12, 25, 33]. In the 
opinion of the author this thesis will present an approach of a comparable 
standard for linear scalar selfadjoint parabolic problems in ID and 2D. The 
restriction to parabolic problems is understood as a first step towards more 
general time dependent partial differential equations. 

A widespread method for the adaptive solution of parabolic problems is the 
method of lines. Since there is in general no space mesh, which is a good and 
efficient one for all time layers, the space mesh has to be updated (regridded) 
appropriately from time to time. A rather advanced approach of statical 
regridding is due to BIETERMAN/BABUSKA [13, 14, 15]: At fixed time-points 
an error estimate for the whole parabolic problem decides where to regrid. 
However, this error estimator is given for the ID case only and an automatic 
choice of the regridding times is missing. The moving finite element variant of 
the method of lines due to MILLER/MILLER [36, 37] (dynamical regridding) 
is restricted to a fixed number of grid points and moreover to the ID case 
for geometrical reasons; for the 2D case inherent difficulties and drawbacks 
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occur, cf. [57], which make this approach likely to be not feasible in three 
space dimensions. Still quite common is the use of space-time elements, cf. 
the work of FLAHERTY, JOHNSON and their collaborators [2, 22, 27, 35], 
which increase the geometrical complexity by one dimension. 

However, in this thesis we favor an approach which strictly separates time 
and space — time is not just another dimension of space. This fact is backed 
by the semigroup solution of parabolic equations, which leads to the approach 
we suggested for the first time in [16]: 

• The parabolic initial boundary value problem can be considered as an 
abstract Cauchy problem in an appropriate function space. 

• A variable-step variable-order discretization in time applied in that 
function space gives rise to an approximation of the known standard 
for ordinary differential equations. 

• Discretization of the elliptic subproblems is considered as a perturba
tion, which can be controlled independently of the time discretization. 

This approach separates time and space in exactly the same way as semi
group theory does and glues them together just as semigroup theory does — 
thus making a combination of the standards from ordinary differential equa
tions and elliptic boundary values problems possible and, equally important, 
natural. Time and space discretization have — besides their perturbation 
character — no influence on each other. 

In his former work [16], the author suggested an extrapolated implicit Euler 
scheme for the construction of the variable-step variable-order method in 
function space, which turned out to be a good choice for a ID implementation 
only. 

This thesis now exploits the full advantage of our approach in the 2D case 
by the construction of a variable order discretization in time with an optimal 
amount of work. Moreover, the restriction to the 2D case is mainly due to 
reasons of programming and data structures, it nowhere seriously enters into 
the developed theory which easily extends — if not already independent of 
the space dimension — to the 3D case. 

In order to apply the proposed approach to actual 2D problems, it was 
necessary to construct an adaptive finite element solver for the arising singu
larly perturbed elliptic problems. The singular perturbation results from the 
time step of the discretization in time; standard solvers run into difficulties 
for small time steps, which occur in transient phases. Two devices had to be 
re-constructed: 
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• Error estimator 

• Linear solver 

Both devices have to behave well — uniform in the time step. Using a mul
tilevel iteration as linear solver rises the question of a proper preconditioner. 
As it turns out this preconditioner is the key to the error estimator as well. 

Because of its use of orthogonal projections a recently presented precondi
tioner for elliptic equations due to B R A M B L E / P A S C I A K / X U [19] — extended 
to the case of highly nonuniform meshes by YSERENTANT [56] — is ideally 
suited as conceptual base for our purposes. Moreover this concept is not re
stricted to certain space dimensions, like hierarchical basis preconditioners, 
but is easily extended to higher dimensions. For this type of preconditioner 
the question of an effective implementation in the presence of highly nonuni
form meshes had to be studied for the first time. We developed a kind of 
algebraic description of triangulations and nodal bases functions which per
mits to handle and prove implementation details easily. 

Numerous numerical experiments on model problems have proved the algo
rithm to be very robust, reliable and efficient in ID and 2D. However, model 
problems tend to isolate the different kind of difficulties or to test for difficul
ties other than those arising in real applications. In order to prove (mainly in 
view of possible future extensions) the applicability of our approach to real 
life problems we did some computations on the Bio-Heat-Transfer equation. 
This equation plays a prominent role in planning hyperthermia, a recent clin
ical method for the treatment of malignancies (cancer), which at this time 
is in an experimental status. The numerical solution of this equation shows 
the following typical difficulties in combination: 

• nasty complicated problem geometry: re-entrant boundary corners, a 
lot of different inner regions, many nodal points in the initial coarse 
triangulation, etc. 

• discontinuous coefficients due to different regions 

• inconsistent initial data. 

Surely a fast and reliable solution on a workstation is important for an exper
imental planning phase which studies the involved model parameters. Need
less to say, that in an actual clinical treatment with on line control com
putation, a fast and reliable solution, which permits to react in reasonable 
time, would be of vital interest. In computations starting from 2D computer 
tomography cross sections we have obtained — within clinical tolerances — 
a fast solution, which gives enough time to react interactively. 
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Outline of the paper 

The paper is divided into three major parts: Time, Space and Results. 

The Time Part. In this part we review in Sections 1 and 3 our approach 
as introduced in [16, 17]. In Section 2 we present our new optimal variable 
order time discretization, which is based on a multiplicative error correction. 

This first part is based on material already published by the author, [17, 
18]; however some changes should be indicated: 

• Theorem 1.2, which is [18, Theorem 1.4], has been given a shorter 
proof, which is now independent of the more general theoretical setting 
of [17]. 

• Section 2.1 is an extension of [18, Section 2.1] and has been totally 
rewritten. It consists now of a comprehensive account on the discretiza
tions based on the multiplicative error correction. Lemma 2.1 on the 
Laguerre polynomials, which we only conjectured in [18], is completely 
proven now. 

Tiie Space Part. This part contains entirely new material and is devoted 
to the solution of the singularly perturbed elliptic subproblems in 2D. 

Section 4 introduces the notation and the formalism to handle highly 
nonuniform triangulations and finite element spaces. Also a first discussion 
of preconditioning and corresponding iterative solution may be found. 

Section 5 discusses on a rather abstract level error estimation for general 
Galerkin methods and explains why preconditioning is the key to an effective 
error estimation. 

Section 6 is devoted to the construction of a preconditioner on the base 
of the elliptic preconditioner of BRAMBLE/PASCIAK/Xu [19]. We first deal 
with the case of an elliptic operator with no Helmholtz term and natural 
boundary conditions outside the Dirichlet boundary piece. The thus devel
oped preconditioner, which gives a smooth transient from diagonal precon
ditioning of the mass matrix to a preconditioner of the stiffness matrix, is 
thereafter extended to the presence of a Helmholtz term and general Cauchy 
boundary conditions. For the need of error estimation we present the pre
conditioning of quadratic elements. This leads us to the discussion of the 
error estimation, where the abstract considerations of Section 5 will find 
their counterpart. We close the section by a detailed and careful derivation 
of the actual implementation of our preconditioner. This implementation fol
lows naturally from the mathematical description of the preconditioner with 
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the help of the formalism which describes triangulations and finite element 
spaces. We obtain a result, which states that the complexity of a precondi-
tioner multiplication is the same as the multiplication with a sparse matrix 
of constant bandwidth. 

The Result Part. First in Section 7 some algorithmic details for the ID 
and 2D case are given. They include such important issues as the optimal 
choice of certain parameters, the discussion of possible orders for the time 
discretization in dependence of the imposed accuracy, a stop criterion for the 
time error iteration, a stabilization of orthogonal projections and the direct 
solver on the coarsest triangulation in 2D. The latter becomes important 
when the starting grid already consists of "many" nodes. 

Section 8 contains numerical computations on model problems in ID and 
2D. The ID examples have already been published in [18]. These model 
problem computations show a lot of carefully chosen details, which back the 
developed theory. 

Section 9 finally gives a real life application of our method in the can
cer therapy method hyperthermia. This shows the full applicability of our 
method to the given problem class. 
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I. MULTILEVEL DISCRETIZATION IN TIME 

1. PRELIMINARY DRAFT OF THE ALGORITHM 

1.1. T H E PROBLEM 

We are concerned with linear scalar selfadjoint parabolic initial-boundary 
value problems: 

Given a domain H C \R with Lipschitz boundary du = TpCTc , a time 
Tfin > 0, solve 

i) 4>())—TT \- A{x,d)u(t)x{ = i(t,x)) s et t,, t EJt^Tfinj; 

(1.1)") u(t>')\rD=9(t>-), ^ l O . T j ; 

iii) C(x,d)u(t)x)|x€r = £{t,x)\xer , tG]0, TfjJ; 

iv) u(0,-) = u0. 

Here A(x,d) denotes a formally selfadjoint elliptic operator of second order, 
which has a principal part in divergence form: 

d 

A(x, d)u(x) = - y~] dk {aik(x)diu(x)) -f ?(^)w(x), 
t',A;=i 

where at-fc = â ,-. Moreover C(x, <9) denotes the corresponding Cauchy bound
ary operator 

d 

C(x,d)u(x) = - 5_^ nk{xaaik(x)^iu{x) - ({xxu(x), 
t,k=i 

where n = ( n i , . . . , n^)T is the outer unit normal on dfl. 

NOTATION. The norms of the Sobolev spaces H*(Q,) will be denoted by 
|| • ||s, their seminorms by | • |s, the norms of the spaces WS'P(Q,) by || • ||4iP 

and the inner product of L2(£l) will be denoted by (•,•). For a function 
V> e L°°(Q) = W0,oo(Q,) wiih if) > 0 a.e. we abbreviate 

ymax == ||y||0,oo a n d <nvin = l / | | l /^l jo.oo. 

We make the following assumptions: 

1. H has Lipschitz boundary, i.e., Q € C0 '1. Furthermore T& is a closed 
subset of d£l. 
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2. 0,gcf,at-fc. G L°°(ft). 

3. <I£,<?, C > 0 a-e-i moreover 0min > 0. 

4. A(xd)) is strongly elliptic, such that there are constants 0 < 6 < A 

»=i *,jb=i t = i 

for all £ E IR and almost all a; € fi. 

5. /(*»*)> uo € JC (fi) for all t G [OjTfi^. 

6. ^,e e. c1 ([[j0fin],^^idQ)). 

By means of assumption 6 and the known properties of the trace operator, 
we can take by a simple transformation the case that 

For ease of representation we will assume mostly in this paper 

• the temporally homogeneous case ft = 0 

• <f/ = 1. 

Importan.. The extension to the case ft^0 will be discussed in Section 
2.2.3 and the extension to the case <j> =£ = £1 Section 9.2.2. 

We introduce the space of weak solutions 

HD(Q) ) <,u e Hl(Q) \ u\rD = 0>, 

(the restriction is understood in the sense of traces), which is — due to 
assumption 1 — a closed subspace of /^ ( f i ) , cf. [21, VII§2.2.1], and therefore 
a Hilbert space. We now consider the following continuous symmetric bilinear 
form o(-, •) on H})(Q,) X H})(Q): 

a(u,u) = Y / aikdiudkV dx + I quv dx + I (uv der, 

u , v 6 H})(Q,). Thus, both the operator A(x,d) and the boundary conditions 
are incorporated in this form. For the following the property of HD(£l)— 
ellipticity of the form a(-,-) will be important: There is a constant c\ > 0 
such that 

a(u,u) > Cj||w||l for all u e Hpfä). 

The next Lemma will give some conditions for the #p(n)-ellipticity of the 
form a(-, •). 



LEMMA 1.1. Each of the following cases guarantees the Hp^ty-elllpticity 
of the form a(-, •): 

i) The Cauchy boundary piece is empty, Tc = 0. In this case we estimate 
foru £ HD(Q) 

a(u,u) > S \\u\\l 

and 

a(u. u) > -rt"||w||J. 

Here d^ denotes the band width of a strip containing Q,. 

ü) Qmin > 0. In this case we estimate for u £ H})(Cl) 

a(u,u) >mm(^f ^min)!!«!^ 

and 

a(u,u) > 9nün||w |lo' 

Hi) mes(Tr)) > 0. 

iv) mes(Tc) > 0 and ("min > 0. 

Proof. By assumption 4 we can estimate 

( ) a(U) U) > ^l^li 4" ^rmin||w||o 4" Cmin / u do~. 

i) If Tc — 0 we have that H})(Ct) = HQ(Q,). Hence the assertion follows 
from (*) and from the HQ(Q) Poincare inequality 

Nlo ^ "jfHi f o ru £ Ho(fy, 

cf. [21, IV§7, Prop. 1]. 
ii) Follows trivially from (*). 
iii) [21, IV§7, Remark 4] states the equivalence of | • |i and || • ||i on H})(Cl) 

for mes(r£>) > 0. Thus (*) proves the assertion. 
iv) [48, Theorem 28.5] states, that if mes(Tc) > 0 the norms || • ||i and || | •|| 

which is defined on üTjr^fi) by 

||u||2 = \u\? + / u'dcr, 

u G HQ(Q,), are equivalent. Again the assertion follows from (*). • 

The next Theorem mainly serve the purpose to provide a concept of solu
tion of the parabolic problem, which justifies our approach without additional 
regularity assumptions. 
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THEOREM 1.1. Suppose that the bilinear form a(-,-) is H\,{Vt)-elliptic, 
then the following holds: 

a) There is exactly one positive selfadjoint operator 

A : DA C L [ll) —* L [it) 

satisfying 

i) D^ C #!>(ft), 

ii) a(u, i;) = (Au,i>) for all u 6 -D>i, V G H}(Q,). 

Furthermore we have: 

b) T/ie domain of definition DA is dense in Hp(Q) with respect to the 
Hubert space topology of H^ijl). 

c) For every f £ L2{fX) the solution u £ Hp(Sl) of the variational problem 

a(u,v) = (/, v) for all v € H^ü) 

exists and satisfies in addition: 

u £ DA, AU = /. 

d) The square root A^ of A exists with DAift = HD(&) and satisfies 

a(u,v) = (A^UJA^V) for all u,v € Hp(Q). 

Proof. The assertions a) Sz b) are essentially the Friedrichs representation 
theorem of semibounded symmetric bilinear forms in Hilbert space, consult 
e.g., KATO [32, pp. 322f.]. The solution u £ H})(ti) of the variational 
problem exists by the Lax-Milgram Lemma and the rest of assertion c) holds 
again by the Friedrichs representation theorem. For assertion d) consult e.g., 
K A T O [32, pp. 331f.]. • 

REMARK 1.1. L e t / £ L2(Q,). By means of the above theorem we observe 
that the weak solution u of the elliptic boundary-value problem 

i) A(xdd)u(x) = f(x), i G ft, 

(1.2) ii) u\rD = 0, 

iii) C(x, d)u(x)\xerc = 0, 

*Y,- 'jwwiira»)«r'«vr*^^* a l !^'*^-^ •-.'"*'*-" *™*M'~^'^'«vw*i^t-r^^»v>»;_-i»5i»^i,.-.-;3ii,-"-i^,W'-'-; 
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exists and is given as 

u = A" f eDA C HD(£ly. 

Therefore we call A the weak representation of the differential operator A(x, d) 
imposed with the boundary conditions. 

Since the weak representation operator A is positive selfadjoint the frac
tional powers Aa, a > 0, exist and the corresponding domains of definition 

H a = JD^Q 

equipped with the inner product 

{u,v)ft2a = (Aau,Aav) for all u,v G H2a, 

define a scale of Hilbert spaces for which the embeddings 

Ha «-»• i j ^ , a> /?, 

are continuous. Hence Theorem 1.1 states that 

DA = H °—» i j 1 = JD^I/2 = HD(£1). 

In some sense the space J?2 fully describes the regularity of weak solutions of 
the problem (1.2) since 

\\u\\fr = ll/llo-
The term of üT1+5(n)-regularity, s > 0, may now be expressed as the exis
tence of a continuous embedding 

H2 *-• H1+S(ti)n Hj)(Q). 

EXAMPLE 1.1. By making the weak assumption 

ang € C0,t(Q) for some 0 < t < 1, 

we gain the following regularity result due to NECAS [38] for the case Tc = 0: 

H2 «-» H1+S()l) n H%(Q,) for all 0 < s < min(t, i ) . 

Imposing in addition 
Q, is convex, t — 1, 

yields full regularity 
H2 <-+ H22ti) fl iJo(n), 

a result due to KADLEC [31]. 
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With the help of the weak representation operator A we may restate our 
parabolic problem (1.1) as the following abstract Cauchy problem in L2{Vt): 

11) U{U) = U0. 

If we denote the holomorphic semigroup [29, 42] of contractions generated by 
the negative selfadjoint operator (—A) as 

U(t) = exp(—tA), 

the solution u € C^(]0,Tfin],iir2) of (1.3) is given by 

i) u(t) — [w —U{t)w\ +U(t)uo, where 

ii) w = A - 1 / G # 2 . 

Exactly i/iis solution will be approximated by our algorithm. 

1.2. SEMIDISCRETIZATION IN TIME 

As mentioned in the introduction and discussed in [17], the initial-value 
character of the abstract Cauchy problem requires the discretization in time 
first, which is often called Rothe's method in the literature, cf. [30, 39, 46]. 
The principle of a variable-step, variable-order discretization in time will be 
explained first assuming that the spatial elliptic subproblems can be solved 
exactly. 

We consider linear single step methods of the form 

uj+i = $ ( U J , T ) , j = 0 , 1 , . . . . 

Applied to the scalar differential equation 

y = — ZV 

they give rise to rational approximations r$(z) = $(1,1) to exp(—z). The 
rational approximation r$ is said to be of order p > 1 whenever 

r$(z) = e-z + 0(zp+ ) for z —> 0, 

and to be of exact order p > 1 if r$ is of order p but not of order p -f 1. 
In order to be able to apply the single step method to the abstract Cauchy 

problem (1.3) we have to make demands on the stability. The approximation 
r$ is said to be 
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• strongly A0-sabble if 

|r$(^)| < 1 for z > 0, and |r$(oo)| < 1; 

• strongly A$-stable, 0 < $ < TT/2, if 

F^l-zJ! S -I- i°r z £ 2 ^ , and |r$(oo)| < 1; 

• Lö-stable, 0 < $ < TT/2, if it is strongly ./^-stable with 

r$(oo) = 0. 

Here E5 denotes 
E,j = {* € C | |arg2r| < &}. 

Note the implications: Z^-stable => strongly A^-stable =>• strongly Ao-stable 
for 0 < $ < #. 

For proving the applicability of a corresponding single step method to the 
abstract Cauchy problem (1.3) we need the following special case of a lemma 
due to LUBICH [34, Lemma 6.3], whose proof may be found in [17, Lemma 
2.4] as well. It is stated there for A#-stable approximations with $ > 0 only, 
but is valid with the same proof for strongly A0-stable approximations. 

LEMMA 1.2. (LUBICH [34]). Letrz)) be a strongly Ao-stable approximation 
of order p to exp(—z). There is anr\ > 0 such that for 0 < z < 77 the following 
asymptotic expansion holds 

r\zn =e [l-{-rp{nz)zy-{-...-{-PN[nz)z + RN+I^T^J. 

Here the Pj are polynomials of degree j —p-\-l, Pj(0) = 0 and the remainder 
satisfies 

\RN+i(ri)Z)\ < Ce nzl 
z 

The applicability to the abstract Cauchy problem can now be stated. 

THEOREM 1.2. Given a strongly Ao-stable rational approximation r(z) 
to exp(— z) of order p, the single step method 

(1.4) $r(u, r) = r(rÄ)u + (/ - r(rA) ) A" f 

is well defined for r > 0 and the sequence un+\ = $ ( u n , r ) , n = 1,2,..., 
approximates the solution of the abstract Cauchy problem (1.3) at tn = nr 
with an error of 

( ~\ E\\ \\n, 1l(-f- |\\r. <? (^ >rP-fItaJX\'-10e~'P\ \\ti„ II . 
V i . < J ; ||«n u\ln)\\Q ^ ^T ln ||"0||i/2a-
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Proof. Since we study the error due to discretization in time by a linear 
single-step method, it is enough to consider the homogeneous case / = 0 
only. Simply subtract the stationary solution v G H2 of Av = f and observe 
that this commutes by linearity with the discretization in time. Due to the 
continuity of the embeddings Ha <-^• H@, a > ß, we can restrict ourselves to 
the case a < p + 1. 

Now put 
un ~ u(tn) = ep(tn)T

p + ep+1(in; r) 

with ep(t) = Pp(tA)Ap u(t), where Pp(z) — irpz is the linear polynomial of 
Lemma 1.2. For no £ H2a we get 

|[ep(t)|jo < |7rp|t||/i lA\t)A Wo||o 

< C'o^a_P||'Uo||lH-2a, 

since a < p-\- 1. Putting <p(z) =
 - ^ P + H 7 ^ ^ ) ^ - " ) -ßp+i a s m Lemma 1.2, we 

obtain 

l|ep+l(^n> r ) | | 0 < T ||</ : ,('r^)ll£(L2,L2)||uo||H2a2 

The spectral theorem for selfadjoint operators yields 

llV;,('r^)ll£(L2,L2) 5: SUP l^i^)| 
2>0 

since A is positive by Theorem 1.1. By Lemma 1.2 we can estimate for some 
Tf > 0 

Is9!2)\ < Cizp+11-e~-z'2 < C2ria-(p+1', 0 < 2 <rj. 

The strong A0-stability of r yields the existence of some TQ < 1, such that 

sup \r(z)| < TQ. 

Hence we can estimate for z > 7/ 
| , ^ / ' _ \ | ^ _ —a M „ 7 i / ^ \ | 1 „ —nz(-\ 1 | _ | „ _ P + l \ i 
IVĤ JI — Z \\r \Z)\~T~e \*- ' l^pl712 )) 

< V~a{rZ + e_nT7) -f Czna~v e~nr)' 

< C^71 for some 0 < g < 1 

< C5na-(p+1) . 

Summarizing we have established the estimate 

||v?(rA)|{£(L2|L2) < Cena~^p+1\ 
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which implies 

ipp+lV^n; r ) | |0 < CQT tr \\uo\\H2. 

and hence 

\\Un u w(^n)||0 < ||ep(^n)||o7" + H^p+1(^nj r)| |o 

< C7 ( > C P + rp+1^-(p+1)) \M\fr-

< 2c7T
pt"~p\\u0\\jpa. 

observing r/t — l/n < 1 for n > 1. • 

REMARKS 1.1. Theorem 1.2 is actually the case TV = p - 1 of the gen
eral asymptotic expansion result [17, Theorem 2.7], which handles with m-
sectorial operators in Hilbert space. The proof given here is simplified to the 
case of a positive selfadjoint operator, which enables us to use the spectral 
theorem for that operators instead of the Dunford-Taylor calculus. 

Note, however, that we are forced to use the term ep(t)r
p of the asymp

totic expansion in the proof, since otherwise we could only prove the weaker 
estimate 

IK - u(tn)||o < CrPCn(0,a~p)IMItf2*. 

Thus the result of Lemma 1.2 about asymptotic expansions is inevitable even 
if one is not interested, in asymptotic expansions m the operator case. 

A detailed discussion of estimate (1.5) in some concrete situations can be 
found in Jiixamples 8.3 and 8.5. 

Consider now a sequence ^(2), j' = 1,2, . . . , of Ao-stable rational approx
imations to exp(—z) of increasing order j together with the corresponding 
single step methods 3>j = $,... A variable-step variable-order method for 
the abstract Cauchy problem can be described as the following device: 

Given an initial approximation u° = u(t) at time t, a tolerance TOL, time 
step r and suggested order k, the method computes the sequence 

^' = ( i i 0 , , r ) , i = l , . . ,ffc + l, 

which approximates with successive higher order the solution u(t -f r ) of the 
Cauchy problem with initial data u(t) at time r . 

As in [23] we get the error estimates 

e3 |\U ~ U llO == |P ( t "T" T) ~' U l l O , 
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such that further the approximation u ^ is accepted if 

6k <TOL. 

Comparison of the 6j with the a priori estimate (1.5) gives new time steps 

(1.6) Tj — J+l 
TOL 
___r 

^ 

for the orders j = 1 , . . . , k. As new order k* together with r* = TJ.* as new 
time step we take that order, which minimizes the amount of work per unit 
step, i.e. 
/-, 7x Ak*+i . Aj+1 (1.7) = mm . 

T ^ S J S * Tj 

Here Aj measures the amount of work for computing the sequence u1,..., uJ'. 
Repeatedly application of this procedure yields the approximate orbit in 

Hubert space. 

1 .3 . THE CONTROL OF SPATIAL PERTURBATIONS 

Computation of u3 = <J>J(I2(£))T) requires the weak solution of several el
liptic problems due to the denominator of the rational functions rj(z.. In 
general we cannot get the exact functions u3 but perturbed functions 

u3 = u3 + 8j j = l , . . . , fc + l, 

with perturbations Sj € L2(Q.. The following requirements are reasonable: 

Keep the perturbations 6j below a certain level such that 

• the approximation uk+1 is good enough with respect to TOL, 

• the generated time-step sequence is nearly the same as in the case of 
no perturbations. 

These requirements ensure that the problem dependent time-stepping in 
Hilbert space is preserved. 

It can be met if we assume that we are able to compute time-error esti
mates 

ej = ei + 0j i = 1, - . . , « , 

as well as estimates [0j],[£j] of the spatial perturbations |0j|, ||djj|o-
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We then proceed as follows: Compute time steps with respect to gTOL 
instead of TOL, where 0 < g < 1. The approximation uk+1 is accepted if 

i) €k + [#A:+1] < TOL, 
(1.8) 1 

Implementing this computable control criterion (1.8) yields iik+1 accurate 
enough and time steps 

varying in comparison to the corresponding exact time steps Tj as 

TOL 

—— Tj < Tj < 1.3 Tj, 
l.O 

provided that [Oj] = |#jlt[<y == ||^jl|o-
In order to make a passing through the criterion (1.8) possible we have to 

impose accuracies 

(1.9) epsj = x[ji ^) (l — i) TOL 

to the elliptic problems arising in the computation of uK 

EXAMPLE 1.2. The extrapolated implicit Euler scheme yields as shown 
in [17] 

x(i,fc) = ya*+\ 

with coefficients aj quite small for higher fc, for instance 0:? = 6.5i0 —3. Thus 
extrapolation amplifies spatial perturbations. This amplification is due to the 
fact that we build higher and higher order differences whose perturbations 
stay in the order of magnitude of the initial perturbation — but do not 
decrease like the differences. 

2. VARIABLE-ORDER TIME DISCRETIZATION BASED ON 

A MULTIPLICATIVE ERROR CORRECTION 

The drawbacks, which are discussed in [18, Introduction] as well as in 
Example 1.2, of extrapolation methods or related methods like deferred cor
rections are a result of the fact that the error estimation is built as a difference 
of two approximations of different order: 

rjj = uJ+1 - uj, 
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— a fact which is very similar to the "cancellation effect". 
On the contrary, we will derive a method which computes rjj directly in 

such a way that the higher order approximation is given as 

U3 + 1 = U3 -f TJj, 

in order to avoid any cancellation. 

2.1. Two FAMILIES OF RATIONAL APPROXIMATIONS TO exp(-z) 

In order to achieve the above mentioned structure we write the correspond-
mg rational approximation TJ[Z) to e as 

The following requirement on the correction term Pj(z) will be essential: 

The corrections pj+i should be obtained multiplicatively, i.e., 

pj+i(z) = 7j+ip{z)pj(z)i j = 1,2,... 

with a rational function p and coefficients 7j. 

Discussion of the Requiremen.. This specific shape of a multiplicative 
error correction is motivated — besides the effect of avoidance of differences 
— by the aims of the least possible need of memory and the least possible 
effort of work: 

1. We only need to memorize the actual approximation rj{rA) and the 
last correction PJ_ITTA) in order to get a new correction Pj{rA) and 
thereafter a new approximation rj+i(rA); 

2. We always have to perform the same type of elliptic problem, that is 
the evaluation of p(rA,, in contrast, e.g., to extrapolation methods 
which have to compute the different elliptic problems (7 + r/j A) for 
varying j . 

2.1.1. Derivation of the Approximations 

We want to start with the implicit Euler, which belongs to parabolic prob
lems [16], i.e., 

1 
ri(z) = 1 + z 
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In order to evaluate p(rA) the same elliptic problem as in ri(rA) should be 
solved. Thus the denominator of the rational function p has to be chosen as 
the denominator of 7*1, which yields 

p{z) = TT7' 
with TT(z) a polynomial in z. Summing up the different correction terms we 
obtain 

V~^ - k 

rj+{z)) = ri(z) + 2-J akp \z)Pi\z)i j = l i ^1 , • . , 
fc=0 

with äfc = Ilj=i 7J+I for & > 1, äo = 1. Finally we have to choose 1 + z as 
denominator for pi as well. We will see later on, that in this way only two 
different families of rational functions {TJ}J are obtainable. Thus we will not 
discuss a general ansatz for pi, but only those two which technically simplify 
the matter: 
, » i) Pt \z) = 7iPv\z), 

ii) piz)) = 7iPI/(2)ri(,z). 

The coefficient 71 7̂  0 and the integer v > 0 will be specified later on. The 
family generated by ^ will be called to be of type (A), the family generated 
by p\ to be of type (L). The letter A will stand for strong A0-stability, the 
letter L for Lo-stability. 

Consistency of the approximation, i.e. r ;(0) = 1, yields 

p(0) = TT(0) = 0, 

because of ä0 = ri(0) = 1 and 71 7̂  0. Moreover the minimal stability 
requirement TJ(_Z) = 0(1) for z —• 00 yields for k > 1 

p (z) = O(z) as z —• 00. 

Thus deg7r < 1. Since we have not yet specified the coefficients {äkkk>o, we 
get 

p{z) = -̂  _, = 1 — (i[)). 

2.1.2. The Family of Type (L) 

Introducing 

(2.2) i) OLk+v = TlOfjfe + ßk+vi k > 0, 

ii) ak. = ßk, k = 0 , , . . . v — l, 
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with ß0 = 1,ßk — 0 for k > 1, we gain the relation 

j - 2 + i / 

(2.3) rj(z^ i ri(z) 2_j «kP (z)i j = l , 2 , , . . . 
A;=0 

Our considerations led so far to the following problem: Find coefficients 
{&k}c>o such that 

1 ^ ( z ^ 
e =—zLQk(TTz. k=0 

Upon introducing 

(2.4) Z w — —-
l + z 

we observe that the {ak}k>o should be generated by the function 

1 / w 
exp V A p 1 I . 

1 — t \w — 1/ 

This function is intimately connected with the Laguerre polynomials, since 

(2.5) exp ( J = / Lk(x)w" |it;| < 1 , 
\-w \w-lJ j^J 

where £*(•) denotes the Laguerre polynomial of degree k. Thus we have 

(2.6) ^ = rbSLt(1 )(rri) f c' *>-* 
and get 

ock = ^jfe(l), A = 0 , 1 , , . . . 

Therefore a0 = 1, a\ = 0 and ct2 = —1/2, which implies by (2.2) that v — 2 
and 7i = —1/2. By (2.3) our rational approximation TJ(z) is given as 

(2.7) rf(z) = —̂— ][] (fc()( (——)k . 

To end up with a recurrence formula for the rational functions rf of type 
(L), we trace the derivation backward: 
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(2.8) in 

iv 

riiz) - l + z 

pi\z) — 
_ 1 z-

2{i + zy 

i = 1,2, rj+i(*) = rf'(2;) + î (z), 

+ 

%+i = 7 77T> J = M, 

2.1.3. Tie Family of Type (A) 

Observing ri(z) =-1 — p(z) and introducing 

(2.9) 
i) etk+u = ~fl&k + ßh+vi k > 0, 

ii) ak = ßk-> k = 0 , . . . , i/ - 1, 

with A) = 1, & = — 1, At = 0 for k >2, we gain the relation 

(2.10) ry(z) = ^ akp
k()), j = l , 2 , . - . . 

fc=0 

Therefore we have to find coefficients {acc}fc>o such that 

OO f 

We now take (2.6) in the form 

. z = (d- J2 L^(l) (j 
i + ^ y Jfc=, U + z 

= ^ ( X f c ( l ) - Lfc(l())) ( 7 — " 

2/fc(l) / Z \ * 

Jk=0 

= io(i) + E 
&=1 

1-\r Zj 

since a;Z4(z) = k(Lkx)) — I ^ - i ^ ) . - Hence a0 = A)(l) an(d 

& — 1,2, , . . , 
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which yields ctQ = 1, c*i = -1 and c*2 = - 1 / 2 . We thus obtain by (2.9) 
that v = 2 and 71 = —1/2 for the family of type (A) as well. By (2.10) our 
rational approximation Tj(z) is given as 

(2.11) rf(Z) = Xo(i) + "t ̂  (rh) \ 
Jfe=i 

The recurrence formula for the rational functions rf of type (A) is now 
obtained as: 

i) 

ii) 

(2.12) 

ri{z) = 
1 

1 + z 
At \ 1 

pf(z) = — 
1 z 

2( l -f z)2 

hi) rf+iiz) = rf(z) + Pj (z), J = 1,2,... 

iv) p/+1(.) = T f « ^ ^ ) , i = 1,2,... 

v) 7 ^ = -—— —•-——, J = 1,2,... 

2.1.4. Properties of the Laguerre Polynomials at x = 1 

In order to derive properties about our families of rational approximations 
to exp(—z) we have to study the Laguerre polynomials Lk(x) at x = 1 more 
closely. Note that we denote by L^m'-)) the TO derivative of Ln(-) and not 
the generalized Laguerre polynomial. 

LEMMA 2.1. 

a) We have \Ln(x\\ < 1 for all x £ [0,1], n > 0. 

6J T/ie i>alue L^(l) is an integer if and only if n < m -f 1; n ,m > 0. In 
i/ie case n < m + 1 tue /lave 

10 
I S . 
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Proof. 

a) Starting with the confluent hypergeometric equation 

xy" -f (1 - x)y' + ny = 0, 

which has the solution Ln(z), we obtain as derivative of 

„„(*) = L2
n(x) + -Lf2(x) -

n 
the expression 

' / \ 2z — 1 ,2/ \ 
v (x) = Ln(a;j . 

n 
Hence v^(x) < 0 for 0 < x < 1/2, which implies 

i . e . , 

(*) L\{x) ^—L'2(x) < 1 foo r O a: < —. 
77. 2 

Next introduce the transformed Ln(x) — x1'Ae~xl2Ln(x) and 

vn(x) = -^(z) H—Z'J(x) 
n 

(**) I /1 — 2 /x" 

Routine calculation yields 

By means of the evident inequality 2ab < a -f 6 for real a, 6 we obtain 

2w — Ln(x(L'n(x) < L2
n(x) ^—L ,2{x) = vvnx), 

V n n 

hence the differential inequality 

v'n{x) 5; ~7—7=a;{ ,n(^)) 0 < a: < 1, 
16-\/n 

since 5 > 5 — 4(x — l ) 2 2 > 1nd dn(x) ) > for r 0 < x <. . h u s sw eet 
for x > l/n that 

vn(x) < ^n(!)exp f j ^—=£~ d£ 1 = vn(-)exp ( f (l - ~7^J) 5 
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which implies 
5n[i-) < vn\\./n)e / . 

For n > 2 we establish by means of (*) and (**) that 

ön(l/n) < n 
- 1 / 2 - 1 / n / 2 e - l / » . 

41 
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:»-/ '" 

1 + ( k T Z 2 + 1)' 

Hence we obtain for n > 2 

„ , . 41 5/8 _1/2 
^n(1) < — e ft ' 

16 

and observing | i n ( l ) | < yv n ( l ) 

|JL„(l)| < -e 1 3 / 1 6 \ /4rn 1 / 4 . 

Thus we can guarantee |Zn( l) | < 1 if the right hand side is below 1, 
which means 

i.e., n > 170. For n = 0 , 1 , . . . , 169 one can prove |£n(l)l £ 1 by direct 
computation, e.g., with the formula manipulating language REDUCE. 
Finally formula [1, 22.12.7] 

i»«») = EG)fi(i-0B-j£J-(*) 
j=o 

shows that the value -Ln(0» £ € P-» 1], is a convex combination of the 
values iy0(lj,. . . ,Ln(lJ- lnus |Ln(:r!| < 1, n > 0, x € [0, lj follows 
from |jLn(1)| < 1, n > 0. 

b) Since 

I „ ( I )= ( - i ) n . „ , ( - i ) 
n - l 

X" + 
n-l 

•nxTl-L + nl (n — l j ! 

we get the asserted values for L^(l), n < m + 1. Now assume that 
we have 

n—m I i \j 
Ln U) = ((-i L, „-m-jJ j] e 
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for some n > m -f 1. Multiplication with (n — m)\ yields 

n—m 

£ ( n - m - i ) ( _ 1 ) J ( n " ~ 7 n ) ( n ~ m ~ 1 ) - - Ü + 1 ) = (- l)m(w-m)!X^m )( l) , 
j = 0 

a pure integer expression. Since n — m divides the right hand side and 
each term of the sum with j +1 < n — m, it has also to divide the term 
with j = n — m, i.e., 

n m m | ( - l ) , 

which implies that n — m = 1. 

REMARK 2.1. The technique of estimation in part a) of the proof is the 
standard way to obtain asymptotic properties for the classical orthogonal 
polynomials, cf. [40, §7.2] where the estimate 

|Zrn(a;)| < Cn~1'4, for x € [ x i , ^ ] , given 0 < x\ < x2 < co 

can be found. For our purposes we traced the proof more quantitatively in 
order to get some knowledge about C. 

2.1.5. Properties of the Approximations 

Our approximations are in fact special cases of the so called RD-Pade 
approximations to e introduced by 1N0RSETT [41]. (KJJ = restricted de
nominator) . 

DEFINITION 2.1. For given real a- ^ 0 a rational approximation to e~z 

of the form 

RÜzaa) — ^k-Qakz 

p (i + az)P 

of order at least j < p is called a (j,p)-RD-Pade approximation. 

LEMMA 2.2.(N0RSETT [41]). Given a ^ 0 there is only one (j,p)-RD-
Pade approximation, p — 1 < j < p, which is 

p ^ ' ^ = (1 + az)P • 
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The order of Rp(-; a) is j -\- I if and only if 

Lp(l/o~) = 0 in the case j = p — 1 

resp. 
L' (1ocr) = 0 in the case j = p, 

otherwise the order is j . 

Proof. Corollary 2.1 and Theorem 2.1 of [41]. • 

REMARK 2.2. The uniqueness statement of Lemma 2.2 is the reason why 
we can obtain only two families of rational approximations by means of the 
multiplicative error correction — once we have chosen the denominator to 
be a power of 1 -fV. Hence it is sufficient to only consider the special choices 
of pi made in (2.1). 

Our main result is now 

THEOREM 2.1. Let L > 1. 

a) We have that 

£jL ( — l)j~kL^~k\l)zk 

(2.13) rf(z) = R]{z\ 1) = -1|-~V  

and 

/ o i ^ \ hi \ DJ / i \ 2^k=o\ l) -kj+i \l)z 

(Z.14J r2 [z) = iij+1{z; i) = j—-—rj^ . 

b) The approximations rf are of exact order j , are computable by means 
of the recurrence formula (2.12) and they are strongly Ao-stable. 

c) The approximations rf are of exact order j , are computable by means 
of the recurrence formula (2.8) and they are Lo-stable. 

Proof. 

a) By construction r^, rf as given by (2.11,2.7) are of order at least j and 
they have a denominator which is a power of 1 + z. Thus by definition 
they are RD-Pade approximations and therefore uniquely given by the 
expressions (2.13,2.14) as stated in Lemma 2.2. 
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b) According to Lemma 2.2 rf = RJj(-; 1) has order j if and only if L'-{\) ^ 
0. This is indeed the case for j> 1 (and only for those j) by part b) 
of Lemma 2.1. The same condition assures the recursion (2.12) to be 
computable. The strong A0-stability will be proven at the end of c). 

c) We obtain by means of Lemma 2.2 that rf = R'j+i{-; 1) has order j if 
and only if Lj+1(l) ^ 0. This is the case for j' > 1 (and only for those 
j) by part b) of Lemma 2.1. The fact Ln()) ^ 0 for n > 2 assures the 
computability of the recursion (2.8) as well. 

Using the transformation (2.4) we obtain 

r'{z) = 14 

= ( l -117)^1^(1)11;*. 
A;=0 

The interval z G ]0, co[ is mapped to w 6 ]]01[ which yields 

\rf(*\| < ( l -u>)£ |i*(l)|t»* 

< ( i - w ) E w ' 

< 1, 

whenever z > 0, since |£jfc(l)| < 1 for k > 0 by part a) of Lemma (2.1). 
This proves the Zo-stability of 1,e r^, j > 1, since r^(co) = 0. 

Oomnar'son of ,2 11) with (2 14^ v"eldj 

for j > 2. We thus obtain for z > 0 

\rj zz)\ < (l-~w)2-^w ~^~ \•",-)• )\K 

k=0 

= i + (|£j(l)) - 1)^ J 

< l, 
since |£j( l ) | < 1 for j > 2 by Lemma 2.1 (JNote part b)). Moreover 
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Hence the approximations rf are strongly A 0 - s tab le for j > 2, r^ = r f 
is LQ-Stable anyway. 

REMARK 2 .3 . A direct proof of equations (2.13,2.14) is possible by using 

(2.11,2.7) and the relation 

J2{pj-k)
L^x)-(_1)p 3W J(*)> 

k=o 

which can be obtained by differentiating p — j t imes with respect to x in the 

generating function formula (2.5). 

For some applications sharper stabilities of the Tj could be of interest. For 

this reason we include in Table I the angles of strong ^ - s t b b i l i t y of r^' for 

j = l , . . , ,10. 

TABLE I. 
LOWER BOUNDS FOR THE ANGLES OF STRONG A#—STABILITY (DEGREES) 

3 1 2 3 4 5 6 7 8 9 10 
d{rf) 90.00 90.00 90.00 90.00 89.98 89.90 89.76 89.64 89.63 89.73 

$(rf) 90.00 90.00 89.45 88.94 89.15 89.67 89.76 89.55 89.25 88.96 

We close by listing in Table II the first coefficients 7^ of the recurrences 

(2.12,2.8). 

TABLE II. 
THE COEFFICIENTS 7/ FOR j = 2 , . . . ,9. 

j numerator of j ^ denominator of jf numerator of jf1 denominator of jj 
2 1 3 4 3 
3 -1 4 15 16 
4 19 5 56 75 
5 151 114 185 336 
6 1091 1057 204 1295 
7 7841 8728 -6209 1632 
8 56519 70569 112400 55881 
9 396271 565190 1520271 1124000 
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2.2. T H E V A R I A B L E - O R D E R SINGLE S T E P M E T H O D IN HILBERT SPACE 

2.2.1. Applicaiion of the Family of Type (L) 

Since for the family of type (L) rHoo) — 0, the mapping 

r• rTA) : ti —• ti 

exists and is continuous. Thus the family of type (L) models the effect of 
parabolic smoothing and is the method of choice for temporally homogeneous 
processes. Now we will explain the single step methods corresponding to the 
family of type (L). Given 

u° = u(t) 

and a time step r > 0 the recurrence (2.8) yields 

• \ 1 L ( A\ 0 i I T L f ) \ \ A " 1-f 

ij u = r^[rA)u + 11 - r^[rA) J A j 

( 5) **) r^1 = ~ ö (r^-(-^ ~^~ TÄ)~ ) (u — A~ f) 

iii) v,i+1 = uj-f r)j j = 1,2,,.. 

iv) r}j+i =7£.1Ti4(J -f rA)~lrjj j = 1,2, , . . , 

if we remember the construction (1.4) of single step methods from the rational 
function. The update relation (iv) specifies the meaning of what we called a 
direct computation of the error corrections 7]j. 

If we make use of the relation 

I - (7 -f- rA)~x = rAII -f TA)~ \ 

i i j. n j • i r ii i 1 „ 

we are able to rind a simpler expression tor the terms u , r\\: 

i) u1 = (7 + ri4)y1(w0 + r / ) 

/ o 1 c\ 11) 7?n = = XL ~ U 

[Z.iO) ' /u 

in) 77x = -TAI1 + r A) 770 
Li 

REMARK 2.4. Another version of representing it17770 would be 

i) 770 = T(J + TA))-1 f — Ai°) 

ii) u1 = u° -f- T/0, 

which puts the difference at a more desirable place. However, this is only 
possible if u° G H2. 
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By means of the representation (2.15) we observe that for 

u°if € L2(Q) 

the approximations and corrections possess the necessary regularity: 

u3r77j G H for j> 1. 

2.2.2. Applicaiion of the Family of Type (A) 

Here only the mapping 

At A\ TTCt TTCX 

rj[TA) : H —» H 

exists and is continuous. Thus the family of type (A) would the method 
of choice for processes, which do not increase smoothness. Let us briefly 
indicate the single step methods corresponding to the family of type (A). For 
simplicity we assume that 

u° = u(t) e H2. 

Given a time step r > 0 the recurrence (2.12) yields by observing Remark 
2.4 

i) 7/0 = T(I + rA)~1(f — Au°0 

(2.17) Ü) u-'+ = uJ + Vj j = 1,2,... 

iii) 7/j+1 = lf+1TA(I + rA)~lrjj j = 0 , 1 , . . . . 

2.2.3. Time Discretizaiion Pair for Temporally Inhomogeneous Problems 

Let us discuss very briefly what has to be done in the case of temporally 
inhomogeneous problems, i.e., where the right-hand side / and possibly the 
boundary conditions depend on the time variable t. We restrict ourselves 
to a pair of discretizations in time which gives at each time step solutions 
u ,u of order 1 and 2 resp. — provided / and u are sumciently smooth. 
Since in temporally inhomogeneous problems smoothing can not be in general 
expected, we take the family of type (A) of rational approximations. For r£ 
we evaluate the time dependent / as in the implicit Euler scheme, for r£ by 

f i i i • 1 1 i TT 2 1 i i i c 1 es r 

means of the trapezoidal rule. Here u can be shown to be of order 2 for 
smooth u°,f by analyzing the corresponding Runge-Kutta method. 
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For the parabolic problem we thus get as a reasonable device 

i) u = (1'-+• TA) (UO -j- T/(T)), 

(2.18) ü) T̂J = -r(I -f TA)~1 (Afa« -u°) — (/(r) — / (0) ) , 

iii) u2 — u1 + 771i 

2.2.4. Interpretation of the Rational Expressions 

Since A is the weak representation of the elliptic operator A(x, <9), problems 
of the kind 

u= (J -f r A ) - 1 I Ü , IÜ e L2(H) 

are equivalent to the variational problem 

(it,u) -f TCL(U, )) = (w,v) for all v E i?D(fi)] 

whereas problems of the kind 

77 = rA(/ + rA)~ C, ( e H 

are equivalent to the variational problem 

(777 u) + Ta(r],v) = ra(C,u) for all t; £ HDDQ). 

The equivalence is backed by Theorem 1.1. 

3. THE MATCHING OF SPATIAL ERRORS AND ALGORITH

MIC DETAILS 

In this section we will specify the perturbation concept introduced in the 
preliminary draft of Section 1 for the family of single step methods corre
sponding to the family r^ of type (L). To this end we derive expressions for 
the estimators [9j], [8j] as well as for the accuracy function X- Finally we 
discuss some algorithmic details. 

3.1. T H E PERTURBATION ESTIMATORS [@j], [SA 

In order to realize (2.15) we have to approximate the arising (weak) elliptic 
problems. Since we have seen that they are equivalent to the variational 
forms, an adaptive FEM method is ideally suited for our purposes. However, 
it has to fulfill certain requirements already discussed in [17], Section 4. For 
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the following the main point of interest is that the elliptic solver may solve 
within a given accuracy eps and delivers an error estimate. Then we can 
proceed as follows: 

By using the elliptic solver within the given accuracy eps we first get an 
approximation of u1 

*1 1 , c r r2/r\\ 

U = u -f 01 G L (ft), 
together with an estimate [<$i] < eps of ||<$ii|o-

Next we fix the triangulation chosen by the elliptic solver in order to com
pute u1 and compute 

-L , / T j \ . .o / ^ i n \ . 1 
5?i = — TA(/ + rA) [u — u ) -f- LÜ-L + — TA(/ -f rA) UJQ 

on that triangulation. Here <1>Q is the error of the approximation rji of 

\I -j- TA)~ (U — u ), 

and c2>i denotes the error made while solving the second elliptic problem 

—TA(7 - { - rA) - fji. 

Hence the elliptic solver provides estimates [wolJ^i] of the norms of the 
corresponding errors. We gain the representation 

iü\ = —TAyl + TA) OI + —TA\I -f- TA) LOQ -f- iüi 

and can derive, by using the important estimates 

||7\A(/ + TA) | | , | | ( / -f- TA)~ 1| < 1, 

the estimator 

By successively computing 

77j+i = 7J-+1TA(I + TA) fjj -f ^ j + i 

where £jj+1 denotes the error made by the elliptic solver, we get 

w i + i = 7j+iT-A-{-l + T A J jjj -f- ^ j + i -
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This yields the estimator 

(3.1) |yj+i] = ITJ+IlFJJ + lwj+i]. 

Herein [£>j+i] denotes the eeror estimate given by the elliptic sslver. The 
spatial perturbations of the correction TJJ give rise to perturbations of the 

i . ' 7 + 1 * J. 

approximations uJ^ since we compute 

= UJ + Oj+i-

Thus we end up with the successive estimates 

(3.2) [uj+i] = [«j] + [0j\. 

Together with the computationally available time-error estimates 

we have described the whole family of required estimators. 

3.2. T H E ACCURACY FUNCTION X 

We have to determine the accuracy eps, in order to make a passing through 
the criterion (1.8) possible. As shown in Section 1 this determination will 
result in a relation between the accuracy eps and the parabolic accuracy TOL 
of the form (1.9). 

To this end we observe, that the effect of the perturbation 8i will dominate 
the effects due to the perturbations Uj in general. This observation can be 
backed by a careful frequency analysis of some model problems and is the 

X. J? J.L J. * 7 J. ' £L ±1. ± J. ' T * 1 TT ' i . * 

reason why we fix the triangulation after the computation of u . rience it is 
reasonable to determine eps by the following procedure: 

Set [Si] = epsfc++ and [Cjj] = = fof j j 1,1,2,.. Computu epsfc+1 in such h 
way that 

(l — Q) TOL = [<5jt+i]. 

By using the recurrences (3.1) and (3.2) and the explicit formula for the 
coefficients 7^ (2.8v) we get 

k j 
~.L [6k+1i = [( + S n i 7 m e p s f c + 1 

fc+i 

= L^t l^j(l)1 -epsJt+i . 
j'=0 
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We obtain the same result by using the representation (2.7) of r%+1(z), if we 
assume that the error 8\ is due to the term ahead of the sum. 

rience in order to compute trie sequence « , . . . , u T for some A; > 1 we 
have to impose the elliptic accuracy given by 

(3.3) eps = (l — g)x(k) TOL 

with 

We can estimate this factor from below a priori if we remember that L0(l) = 
1, Li(l) = 0 and |JLj(l) | < 1 for j > 2 as stated in Lemma 2.1: 

X(k) > - - p for fc > 1. 

This result is highly satisfactory if we compare it with the function x obtained 
for extrapolation methods, cf. Example 1.2. The relevant first values of x(k) 
are even more satisfying as shown in Table III. 

TABLE III. 
THE COEFFICIENTS X{k)_ FOR k = 1,...,9. 

k 1 2 3 4 5 6 7 8 9 
X(fc)"1 1.5 2.2 2.8 3.3 3.5 3.6 3.7 4.0 4.4 

REMARK 3.1. The question of the "correct" value for the elliptic ac
curacy eps is not a question of guaranteeing the pass through the control 
criterion (1.8) for all possible situations, which yields far too pessimisiic val
ues and in turn much more effort than needed. However, it is a question 
of making the pass through possible for a large class of realistic, i.e. quite 
probable, situations. This yields more optimistic accuracies, and it is in
tended by some heuristic considerations as well as experience that it is not 
too optimistic. Such unreasonable optimistic accuracies would cause that too 
much time-step and order suggestions are withdrawn, which in turn leads 
to more work than needed. Looking at the elliptic accuracy (3.3) and the 
assumptions leading to it, we should bear in mind that balance. 
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3.3. ALGORITHMIC DETAILS FOR ARBITRARY DIMENSION 

3.3.1. Information Theoretic Standard Model 

As discussed in DEUFLHARD [23] for ODE's and by the author in [16] for 
parabolic equations, time-step and order control along the draft of Section 
1 becomes a reliable device if we supplement it by an information theoretic 
standard model as introduced in [23]. By comparing the computed time-
error estimates e.j with the standard behavior predicted by that model we 
can implement three devices: 

• convergence monitor 

• order window 

• device for possible increase of order greater than the computed k 

For the meaning of these terms we refer to [23]. 
In [16, 23] the information theoretic standard model is derived for extrapo

lation methods, but it needs only little change for our new time-discretization: 
Just replace the coefficients a(k,q) of formula (3.8) in [23] by 

a(kq)) = 
k + \ 

\| gTOL 

3.3.2. Consistency Estimator 

To avoid step-size reductions in transient phases we can use a consistency 
estimator as introduced by the author in [17]. We estimate the "maximal" 
value of a, such that 

0 ^ TTIOL 

In view of Theorem 1.2 we can use exactly the same consistency estimator 
as in [17]. 

3.3.3. Optimal Choice of the Factor g 

We want to optimize the factor g with respect to the expected work. This 
can be done at least locally in time direction as follows: The local amount of 
work to realize our algorithm depends on g roughly by means of the factor 

1 

(1 - g) yjg 
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where d denotes the dimension of the spatial part. This factor may be ob
tained if we assume the lowest order in time and if we model the work, that 
the elliptic solver needs to achieve a certain accuracy in the JL

2-norm, as in 
the case of quasi-uniform triangulations. Minimizing that factor gives the 
optimal value 

(3.4) gd « - - - . 

II. MULTILEVEL DISCRETIZATION OF THE ELLIP

TIC SUBPROBLEMS 

In the Sections 1.3 and 3 we treated the elliptic solver mainly as a black box. 
In fact we required only two things 

1. The elliptic solver is started with a given accuracy eps, and supplies us 
with the error estimates [8j], [CJJ] ]cf. .ection n.3). 

2. The amount of work Aj+i as occurring in (1.7) should be computable. 

As another inevitable feature turns out to be: 
In order to realize the first requirement, it is reasonable in view of Section 

2.2.4 to use an adaptive multilevel FEM-method. Such a method contains 
the following three modules: 

• error-estimator 

• linear solver 

• refinement-strategy 

Since we are dealing with the one-parameter family of elliptic problems 

u -f TAU — f 

we have to require: 

3. The the error-estimator and the linear solver should behave well inde
pendent of' r, especially in the vicinity of r = 0. 

Complexity considerations lead us to use as linear solver a multilevel iter
ation as in [25]. Thus the question of a proper preconditioner arises. It turns 
out that preconditioning is the key to the error estimation as well. 
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4 . TRIANGULATIONS AND THE FINITE EiLEMENT .DISCRETIZA

TION 

4.1 . T H E SINGULARLY PERTURBED ELLIPTIC PROBLEMS 

Let H C IR2 be a bounded simply connected polygonal domain. This implies 
that 

H e C 0 ' 1 , 

i.e., assumption 1 of Section 1.1 is fulfilled. 
As we have seen in Section 2.2.4 the elliptic problems resulting from dis

cretization in time of the parabolic problem can always be given in the fol
lowing variational form: Find u € H})(Q,) such that 

(u,v) -f Ta(u,v)= OQ(V) -f T#i(t>) for all v € Hp(Q,). 

Here 0;,0J G L2(Ct) C 'Hj^fä) = (Hpfä))*. In order to obtain a convex 
mean, which will be needed later, we scale with 1 -f r to get the equivalent 
problem: Find u G H})(£1) such that 

(4.1) ar(u,v) = 9*(v) for all v G iJ^(n ) , 

where we made use of the following notation: 

1 r 1 

i) aT(u,v) = YZ^\U,V* ~\~~^i-a V"lV 

1 T 

1 + T 1-f r 

REMARK 4 .1 . Note that this scaling is not invariant to a linear scale of 
the time variable. Thus the question of an appropriate scaling of given phys
ical examples arises. This can be answered in a satisfying way as discussed 
in Section 9.2.3. 

Furthermore we get as the corresponding weak representation (cf. Sec. 
1.1) the positive self adjoint operator 

(4-2) A = I + _ , , 

with the domain of definition 

n / . v J H\, r > 0 
D{A) - J L\Ü), r = 0 ' 

The energy norm HA1^2 • ||0 will be denoted by || • ||A. 

36 

JAM.-v""»7tr"-*>«"- r-v-f-v , - - -^-•>—•> - ' " , - * • -* • •» »• - . <-i i - « - , — . • • _» ^ - T - - » »*, Jt—r.*rpirs.aagK»ggg»vi..j > »w i *«°si|B5r~»-̂ »— • - r f y •"*"^" »*.••—**»>t«cv=''*»¥»».-' 



Case T = 0. In this case problem (4.1) reads as 

(u,v) = #J(v) for all v G HQ(£1). 

The corresponding energy norm is the L2-norm: 

\\U|\A = ||w||o, u £ L (H). 

Case T = co. In this case problem (4.1) reduces to the stationary problem 

a(u,v) = $i(v), v G HD(Cty. 

The corresponding energy norm is the energy norm of the elliptic operator 
A: 

\\U\\A = IHI#i> u £ HD(fl). 

4.2. TRIANGULATIONS AND THE FINITE ELEMENT SPACES 

4.2.1. Triangulations 

A triangulation T of the polygonal domain 0 is given as the set of triangles 
resulting from a simplicial partition of H. 

We start with a coarse triangulation To of H with the property that the 
Dirichlet boundary piece Tp is composed of edges of triangles T E To. The 
triangulation % is refined several times, giving a family of nested triangula
tions T0, 7i,..., 7j. A triangle of 7^+1 is either a triangle of T\. or is generated 
by subdividing a triangle of Tk into four congruent triangles or into two tri
angles by connecting one of its vertices with the midpoint of the opposite 
side. The first case is called a regular or red refinement and the resulting 
triangles as well as the triangles of the initial triangulation are called regular 
triangles. The second case is an irregular or green refinement and results in 
two so-called irregular triangles. 

However, the irregular refinement has the character of a closure which we 
force by the following rule: 

(Tl) Each new vertex of Tk, i.e., a vertex which does not belong to 7jt_i, is 
a vertex of a triangle which was generated by regular refinement. 

The irregular refinement is potentially dangerous because interior angles 
are reduced. Therefore, we add the following rule: 

(T2) Irregular triangles may not be further refined. 
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This rule insures that every triangle of any triangulation Tk is geometrically 
similar to a triangle of the initial triangulation 7o or to a green refinement 
of a triangle in T0. These triangulations are meanwhile standard and have 
been introduced by BANK et al. in [6, 11]. 

The index of the final triangulation will always be denoted by j and will 
be fixed in most of the following considerations. 

By the depth of a triangle 

Te (J Tk 

we mean the number of successive ancestors in the family of triangulations. 
If we add the rule 

(T3) Only triangles of depth k — 1 are refined for the construction of 7^, 

we get the following expression for the depth of a triangle T G UJUo ^ 

depth(T) = min{0 < k < j \ T € 7jt}. 

Equipped with rule (T3) we can uniquely reconstruct the sequence 7 i , . . . , 7j_i 
from the knowledge of the initial triangulation 7Q and the final triangulation 
Tj a/one, without knowing the actual dynamic refinement process leading 
to Tj in an adaptive algorithm, see [25]. However, if we choose the data-
structures representing the triangulation cleverly, the sequence T0, T\..,., Tj 
is implicitly given. For example this is the case in the adaptive FEM code 
KASKADE, cf. ROITZSCH [44, 45] or LEINEN [33]. 

4.2.2. Notation in Connection with Finite Element Spaces 

Corresponding to the triangulations Tk we have finite element spaces Sk-
Sk consists of all functions which are linear on each triangle T G Tk and 
continuous on fl. Furthermore they vanish on the Dirichlet boundary piece 
Ti). Because the triangulations are nested we have 

SoC S\ CS.. C Sj C Hj)(0,). 

Let Afk = {x\ , • .•• x^} be the sse of vertices of friangles in 7^^ which do 
not lie on the Dirichlet boundary piece Tp. 

The nodal basis. The set Tk = {T/4 \••.j,'nfc} of nodal basis functtons, 
where 

Y% (X* ) = $„ f° r l < h ' ^ ffc, 

forms a basis of Sk- For iß G Tk we denote by x^ G Afk the supporting point 
of ip, i.e. 

ip(x^) = 1. 
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Structuiing of the nodal bases of varying index k. We set 

i) * = Ür*. 
Jfe=0 

n) *o = r0, 

iii) $c = Tk\ Tjt-i, whenever 1 < k < j . 

It should be stressed that we split the set of nodal basis functions rather than 
the set of nodal points as done in hierarchical basis approaches. For iß G \I/ 
we denote the set of indices, for which a nodal basis function iß occurs, by 

K,}, = {k\ iß e r ^ } . 

Here we abbreviate the first resp. the last occurrence of iß in a set I \ by 

ii) ky = max /{^,. 

The duality map. According to the Theorem of Frechet-Riesz the duality 
map 

u i-> u* = (li, •) 

is an isometrical isomorphism. 
The dual basis. On SJ a natural basis is given by the canonical dual basis 
T£ = {iß*\ ip 6 Tk} to the basis Tjt of Sk- As usual ip* is defined as the 
evaluation functional at #,/,\ 

such that iß*((p) = £^v ^or aul -0Jy? £ <Sfc. The choice of these bases will be 
called the natural representation of the spaces Sk and oj*. 
The orthogonal L2-projections. The orthogonal L2 projections irjt ' Z2(fü) —> 
Sk, for 0 < & < j are given for u € L2(H) as 

(7Tfcii,z;) = (u,u) for all u G «Sffc 

Restricted L -norm. For a measurable subset flj C O we denote the L 
norm restricted to that f^i by 

llwllo;fii = u (x)dx for u £ L (0) . 
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4.2.3. Some Technical Results 

For later purposes we state the following technical Lemmas. 

LEMMA 4.1. 

i) For ip € i \ we have 

supp ip = (J{T £ Tk\ x,p £ T} 

and 
(4.3) |supp VI = 3 (1f ?/?). 

ii) If x £ Affc is the supporting point of both ip G Tk and ip G T^+i we get 

supp ?/> C supp ?/;, 

IÜ#/J equality if and only if $ = >̂. 

mj For ?/> £ $ i/ie set ify 25 connected, that is 

Kil, = {k\k^ < k < fcj,}. 

iv) T/ie set $ is i/ie disjoint union of the ^^, 0 < k < j arzöf £/ie number 
of elements in it is bounded by 

#\P < 2nj - n0, 

no matter how the sequence {nk}k actually progresses. This is the best 
possible estimate in terms ofrij and UQ only. 

Proof. We only prove the less trivial assertions. 

i) Formula (4.3) is just the well known formula for the volume of a pyra
mid. 

ii) Take any triangle T0 G Tk+i with T0 C supp $. There is a unique 
triangle T G 7^ with T0 C T. Since x G T0 C T we have T C supp ip. 
By i) we thus get supp t/> C supp ?p. If moreover supp ?/> = supp if? 
we get iß(xg) = 0 for XQ G -A/jt+i \ {x} since supp ip D (Jvk+i \ {^}) C 
<9(supp $) and 

•0|a(supp i>) = 0. 

By i/> G Sk C <Ŝ +i we get ip = $. 
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iii) Take if; \&& Assume etha ttere ei s a ; i t h hk < < k k\ ^nd if; £ IV 
This k can be chosen to be maximal, so that ip G 1^+\. Since rc^ G 
V̂̂ O C -A/jt there is a >̂ G T^ with a:̂  = 2^. This implies by ii) that 
supp ip C supp ip C supp ip. Hence eupp pi = supp ip, which hi nurn 
implies by ii) that ip — ip> a contradiction. 

iv) Clearly ip G S& implies Tp G $J.O which gives reason to 

If there would be a ip G ̂ k H $/ for some k < / we would deduce that 
^ ^ T;_i but "" G T/\ f Vi, a contradictton to iii)) 

The set ^k+i consists of all ip G Tk+i supported by the vertices of 
regular triangles T G 7jfe+\ \ 7jt, a result stated in Lemma 6.10 be
low. These vertices are exactly the vertices and midpoints of edges of 
triangles T G 7*, which have been regularly refined in transition to 
Tk+\. Denote the set of these edges by Sk, the sets of vertices resp. 
midpoints of these edges by ver(^) resp. mid(£fc). Each vertex of 
ver££/j;) belongs to at least two edges of Sk, thus #ver(Sk) < | • 2 • $£*; 
By means of rule (Tl) we obtain mid (^ ) = A^+i \ Afk, which im
plies $Bk = ^ m i d ( ^ ) = $ (A/"A:-I-I \N)) - n>k-\-i - nk- Thus we have 
#\$k+1 = #ver(£k) + #mid(£fc) < 2(njt+1 - n*). This yields 

3 

Ar=i 

j — 0* 

Easy examples show that this is the best possible bound in terms of n • 
and n0 only. • 

LEMMA 4.2. For u* G S* we have for 0 < k < I 

Xfcfc u V Xk (u \sk.. 

Proof. For v G Sk holds both 

u*(u) = (J^u*^) = (ick^f u*,v) 
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and 
u*(v) = u*\Sk{v) = {!£ {u*\sk) .v) . 

Thus we obtain the assertion. • 

4.3. T H E FINITE ELEMENT DISCRETIZATION 

The finite element (FEM) discrete solution uk G Sk is given as the Galerkin 
approximation to the variational problem (4.1) 

(4.4) ar(uki Vk) = f*(vk) for all vk G Sk. 

Here /* G S* denotes an approximation of 9* on Sj. Due to the Theorem of 
Frechet-Riesz there are symmetric positive definite linear operators A*, Afc : 
Sk —^ Skk,ucn that for given u,v G Sk 

(AkU,)) = a(u, v) 

resp. 
(AjbU,)) = aT(u,v). 

For 0 < k < I we obtain the relations 

Ak = ftkAi\Sk 

and 
1 r 

Afc = 7ffcA/|5 f c = T T * ~*~ r _i~ T
 fc' 

where ifc denotes the identity on the space Ofc. Problem (4.4) is now given as 

(4.5) ZfcAfcWfc = f*\sk. 

Usage of Lemma 4.2 yields as the solution operator /* i—> uk 

( 4 . 6 ) Pk = A^" 7TfcZ- : S; -•» tSfc. 

4.4. T H E SOLUTION PROCESS AND REQUIREMENTS FOR A PRECONDI-

TIONER 

Computationally problem (4.4) is realized for k = j'as follows: We have 
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which implies the equivalence of (4.4) and 

z^uj{xAi,) aTvl>i ,i>i ) = /*vl>i ) f° r aü 1 5- / < nj. 
i= i *\ 

By introducing the mass matrix M = (ra,/),/ with 

and the stiffness matrix A = (au)u with 

a,, = < * ( # , V>F>) 

for 1 < z, / < rij, we gain as problem matrix AT the following convex combi
nation of M and A: 

AT = ——M + A. 
-r -r 

Introducing the vectors u — l Uj(x ,(>))) and / = (f*{i>i )) we obtain the 

computational problem 
(4.7) kru = f. 

However, this linear equation on IRni is just the natural matrix representation 
of the linear problem (4.5) in the case k = j 

(4.8) XjAjUj = /* . 

This fact is the reason why we have stressed the importance of the natural 
representation of the dual pair (<5j,<5,*), which will serve as a rather elegant 
method to describe the computational problem. 

The large linear system (4.7) has to be solved iteratively. Since the involved 
matrices are symmetric positive definite a preconditioned conjugate gradient 
(CG) method is the method of choice. 

We require several features for a preconditioning matrix BT: 

(PI) The spectral condition number K = ACCBTAT)) should only grow in j 
like j 2 u , where 0 < v < 1. Further it should remain bounded indepen
dently of the time step r > 0. These properties should neither depend 
(severely) on the shape of the domain under consideration nor on any 
quasi-uniformity of the tri angulations. 

(P2) The cost of computing BTf should be proportional to the dimension rij. 
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By requirement (PI) the number £(e) of iterations necessary to reduce the 
error in the energy norm of Ar by the factor e is bounded by 

(̂e) <- \ /« log - = 0y) , 0 < ! <!, 

independenlly of r . If we solve each of the linear problems only as accurate 
as the discretization on the corresponding triangulation is expected to be, 
we end up with an overall complexity of 

&(j nj)i 0 < cr < 1, 

in view of requirement (P2) — an idea due to DEUFLHARD et a!. [25] and 
implemented in the adaptive FEM solver KASKADE. The exponent a is con
nected with the progression of unknowns during refinement: o~ = 0 in the case 
of geometrical progression, whereas a = 1 in the case of pure arithmetical 
progression. Note that we do not propose to force the number of unknowns to 
progress geometrically — for a reason discussed in Example 8.3, cf. especially 
Fig. 19. 

Reliable time-step control requires that the locally arising systems of or
dinary differential equations, as which our algorithm can be viewed in each 
time-layer, are smooth, thus leading to 

(P3) The matrix BT should depend smoothly on r > 0. 

Finally we do not want to analyze the problem in matrix notation but 
in the corresponding operator version (4.8). If we introduce the operator 
0 j : <S* —> <Sj, whose matrix in the natural representation of (<Sj, <SS* )s given 
by BT, the preconditioned CG-method can be written in its untransformed 
fashion as follows: 

4.4.1. Preconditioned CG-methdd on (Sj,Sj). 

We want to solve 
IjAjU = /*. 

Given a start iteration ÜQ we set 

Po = r0 = 0* ( / ~~ ^jAjüo) • 

For k = 0 , 1 , . . . we iterate 

Pk+i = rJt+i "~ ßkPk 
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with 

rk+i = 

Ctk = 

ßk = 

e - ( / * -IjAjük+i) 

{ZjA,rk)(Pk) 

(ijAjPk) (e&AjPk) 

(ljAjrk+i) (0*jIjAjpk) 

{X3AiPk) (e^AjPk) 

In the natural representation of (Sj,Sj) we directly get the computation
ally available version of the preconditioned CG-method. We thus have to 
require that the operator 0} is in fact already given in that representation, 
that means 

(P4) The operator 0^ should be given in such a form that directly allows to 
reconstruct the matrix BT without any further effort. 

4.5. QUADRATIC ELEMENTS 

For the use of error estimation the space of piecewise quadratic elements 
on Tj will be needed later on. Here we introduce the corresponding notation: 

The space SQ consists of all functions which are a quadratic polynomial 
on each triangle T G Tj and which are continuous on H. Furthermore they 
vanish on the Dirichlet boundary piece T^, such that 

SQ C Hpfä). 

Let NQ be the set of midpoints of edges belonging to Tj but not to the 
Dirichlet boundary piece Yr>- Take the (quadratic) hierarchical basis TQ, 
which consists of those ift G SQ, for which 

i?(x) = 0 

for all x G Nj and 
iß(x^p) = 1 

for exactly one x^ G NQ, the supporting point of ip. With VQ = ssanTg we 
gain the direct composition 

SQ — Sj © VQ. 

The operators 7Q , AQ, AQ : SQ —» SQ and 1Q : SQ -* S% have the analogous 
meaning to Ij, Aj, Aj and Xj. 
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5. E R R O R ESTIMATION BASIC CONSIDERATIONS 

In this section we explain our concept of deriving error estimates for the 
elliptic subproblems. It clearly splits in two independent parts. First proper
ties of the Galerkin approximation play a prominent role, while in the second 
part only finite dimensional linear problems are involved, where precondition
ing very naturally comes into play. We will see that a good preconditioner 
of the linear systems gives rise to good error estimations. The whole section 
is written in a rather abstract spirit, which shows that the results are valid 
for Galerkin approximations in general. However, the notation which is used 
tries to keep a balance between the needs of the general case and those of 
the specific considerations of Section 6.4, where the now introduced concept 
is actually applied to the elliptic subproblems. 

5.1. DEVIATION ESTIMATES IMPLY E R R O R ESTIMATES 

Let u G Hl)(n) be the solution of problem (4.1). Consider finite subspaces 
S C <S" of Hp(£l). To a G {b, J} there correspond Galerkin approximations 
u° G Sa to u fulfilling 

aT(ua,v°) = 9*(va), for all va G S°'. 

Furthermore assume that we have an approximation u G S to u . The 
following notion will be the basis of our analysis. 

DEFINITION 5.1. The pair (S^,5") has the ß-approximation property 
with respect to u, if there is a ß G]0,1[ such that 

\\u — u"||A < ß\\u — u | |A-

THEOREM 5.1. Whenever the pair (S\SB) fulfills the ßßapproximation 
property with respect to u, we obtain the error estimate 

l\u ~ ^IIA 5: ||w — '"IIA A <\W ~ ^IIA | 

where 

7 = f^r5-
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Proof. Orthogonality with respect to the inner product aT(-, •) yields 

( ) \\u ~ "HA = II" ~ " IIA ~^~ II" ~ "HA> 

since ü £ <SB. Thus the left inequality is proven. Similarly we get 

(**) II« - "Nil < II" - «IIA = II" - "^I|A. + l|"b - "111-

Thus by (*) and the /^-approximation property 

1 
A ^ ~, ™ | | " - - u | | A . \u-uh\\l <—— \\u*-u"2 

Now (**) implies 

| | W - W | | A < I I " - " 1 1 1 + II"" ~ Ü I I A 

* 1 + r - ß2) "W ~ Ä » A ' 

which yields the right inequality. 

REMARK 5.1. The values of 7 behave quite moderately: For example 

v 2 < 7 < 2 for ß< \VE = 0.816, 

or even 

v 2 < 7 < 10 for ^ < — A / 9 7 0 2 = 0.995. 

Thus the energy norm of the ^-deviation v} — u is a good estimator for 
the energy norm of the error u — ü. However, we do not actually want 
to compute uK Therefore our next objective will be the construction of a 
deviation estimator. 

5.2. PRECONDITIONING IMPLIES DEVIATION ESTIMATES 

Given a finite dimensional space S C # # ( 0 ) , there exists — according to 
the theorem of Frechet-Riesz — a symmetric positive definite operator A : 
S —> < Such hhat 

aT(u,v) = (Aw, u) for all u,, £ S. 

This operator should not be confused with the weak representation operator 
A on H})(Ct). 
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The Galerkin approximation u £ S to the solution of problem (4.1) is the 
solution of 
(5.1) Au = / , 

where (/, •) = v*\s. 
In general inverting of A is very expansive. Thus we are forced to use an 

iterative method like the preconditioned CG-method. As a preconditioner 
can serve any symmetric positive definite operator 0 , which obeys the re
quirements (PI) and (P2) of Section 4.4. In our rather abstract setting they 
read as follows: 

(PI') 0 behaves spectrally like A - 1 , which means that /c(0A) is of "moder
ate" size. 

(P2') 0 r for r € S should be easily and cheaply to obtain. 

The condition number AC(0A) can be estimated recalling the following 
Lemma, which may be found, e.g., as Lemma 2.2 in Xu [53]. 

LEMMA 5.1. Assume that A and 0 are both symmetric positive definite 
with respect to (•, •) and /z0 and pi are two positive constants. The following 
inequalities, which hold for all u 6 S, are mutually equivalent: 

i) JJ,Q(AU,U) < (A0Aif,u) < /i1(Au,u), 

( . ii) /ZQ(0W7W) < (0A0u,u) < fii(Qu, u), 
iii) fj,il(Au)u) < (0_1u,u) < fj,Ql^Au,u), 
iy) Hil(Ou,u) < (A-1u,u) < fiQl(Ou,u). 

If any of the above inequalities holds, then 

Ä ( 0 A ) < m. 

Application of the CG-method to (5.1) with preconditioner 0 yields after 
some iterations an approximation u to u. We introduce the deviation 

d = u — ü, 

which obeys the defect equation: 

Ac? — r = / — AAü 

The next theorem states the connection of preconditioning and deviation 
estimation. 
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THEOREM 5.2. With the notation introduced above we gain 

(5-3) ||c?||A =CI |H|e , 

where the constant ( is bounded within 

1 1 
• 

Proof. By (5.2.iv) we get 

IMIIA = {d,Ad) 
= (A r,r) 

= (((r,Qr) 

= C 2 l M | | , 

where C G [ l /p i , 1/fJ-o ]• 

REMARK 5.2. Note that by requirement (P2') the value ||r||e can be 
obtained easily and cheaply. So it can serve as deviation estimator. 

REMARK 5.3. We want to measure the quality of an error estimate like 
(5.3). Therefore we introduce the quality indicator 

/CC = 
Sr 
Smin 

whenever ( £ [Cmim Cmax]- A good error-estimator is therefore characterized 
by K{ « 1, since K^ = 1 would mean that we have computed the size exactly 
— with the exception of gauging. Theorem 5.2 together with Lemma 5.1 now 
states that 

Thus we gain the same number which governs the number of CG-iterations 
necessary for diminishing the error by a given factor. 

REMARK 5.4. In requirement (PI) of Section 4.4 we have included the 
independency of the condition number from the time step r. Thus we get an 
error estimate which behaves uniformly well with respect to r. This feature 
has been an important demand on an error estimator. 
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6. T H E M U L T I L E V E L P R E C O N D I T I O N E R 

As we have seen, both — multilevel iterative solution of the linear system 
(4.7) and the error estimation — demands to construct a preconditioner, 
which obeys the requirements (P1)-(P4) of Section 4.4. This section is de
voted to construct such a preconditioner for piecewise linear as well as for 
piecewise quadratic elements. These two FEM spaces will take the role of <Sb 

resp. <Sa of Section 5.1, thus leading to an error estimator. 

6.1. A PRECONDITIONER FOR PIECEWISE LINEAR ELEMENTS 

We first restrict the discussion to forms a(-,-) which consists only of the 
principal part, i.e., q = 0 and ( = 0. Thus there is no Helmholtz term present 
and the boundary conditions on Tc are natural boundary conditions. 

However, we do not exclude mes(T£)) = 0 in this section. This will be 
important for the discussion of the next Section 6.2. Thus the form a(*,-) 
might even be not ^^(nj-l l l ipi ic. In the pure elliptic case, i.e., the case 
where no term due to discretization in time is present, we would surely have 
to assume mes(rß) > 0. But our operator A is #£)(fi)-elliptic for 0 < r < oo 
by Lemma 1.1 anyway. 

For the finite element discretization of the pureJy elliptic problem 

AjUj — f on Sj 

two good preconditioned Bj are known: 

t the hierarchical basis preconditioner due to YSERENTANT [54], 

• the multilevel nodal basis preconditioner due to Xu [52, 53, 19]. 

They are both based on a subspace decomposition of Sj, which means 

(6.1) Sj = <So 0 Vi © . . . © V,, Vk C Sk for 1 < < <j. 

Both preconditioned lead to condition numbers K(BJA)) = O(j2). How
ever, if we handle instead the problem resulting from time discretization of 
a parabolic problem, we end up with the finite element equation (4.5) which 
is for k = j equivalent to 

(6.2) &jwy = f on Sj. 

A straightforward generalization of the preconditioners by just taking Aj 
instead of Aj is not possible since for r J, 0 the ellipticity constant of the 
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problem, which seriously enters K(BJAJ), vanishes. On the other hand for 

r = 0 there is no need of preconditioning at all, since then A;- = Ij. 

YSERENTANT suggested in [55] a r -dependen t version of his hierarchical 

basis preconditioner using local Courant-numbers, which allow locally to 

switch between the nodal and the hierarchical basis. However, this yields to 

a non-smoohh dependence of the preconditioner on r which is not desirable 

in the context of time-discretization, compare the requirement (P3) for a 

preconditioner as discussed in the last section. 

X u suggested in [52] a natural r -dependen t version of the multilevel nodal 

basis preconditioner depending smoothly on r . However, he considers only 

the case of quasi uniform triangulations and moreover it is not at all clear 

whether multiplying this r -dependent preconditioner by a vector can be 

realized within 0(rij) operations, as was required in (P2). This is also t rue 

if one uses Xu ' s ideas together with the version of the multilevel nodal basis 

preconditioner for highly nonuniform triangulations by YSERENTANT [56]. 

However, by some modifications of Xu ' s and YSERENTANT's constructions 

it is possible to overcome the above mentioned difficulties as will be shown in 

this section. Besides that we intend to clarify some aspects of their original 

constructions. 

6.1.1. A Preconditioner Based on an Orthogonal Splitting of the Finite 

Element Spaces 

X u specifies the subspace decomposition (6.1) as follows 

Vjb = (^k - ^fc-_)^' for 1 < k < j , 

thus ending up with an orthogonal decomposition. His main discovery was 

now that on each Vk the operator Ak spectrally behaves like a constant. 

This means that the symmetric positive definite operator 

j 

B~ = AQTTo + 2__j OLk\^k — Kk-l) 

is spectrally close to A, if the constants a*. > 0 are chosen in a correct 

manner. X u chose ak = £>{Ajt), the spectral radius of Ak, and could show 

tha t K(BJA)) = 0(j2) if certain assumptions are satisfied. In the case of 

quasi uniform triangulations these assumptions are valid and the spectral 

radii are computable, whereas in the case of highly nonuniform triangulations 

this approach for determinating the coefficients is not at all easy to pursue. 

However, YSERENTANT [56] was able by choosing generically 

(6.3) Qjt = i 
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to prove the following Lemma. 

LEMMA 6.1. (YSERENTANT [56, Theorem 4.6]) There are positive con
stants KQ and Ki with 

i) ßo(Bj 1u-,u) < (AjU,u) < H\(B~ lu,W), where 

i i ; ^0 = — . ' 
ZXj T i 

iii) ji\ = AKi(j + l) , 

for all functions u G Sj. Furthermore f/,0 < 1 < \i\ holds. The constants 8, A 
as introduced in assumption 4 of Section 1.1 describe the coefficient matrix 
aik of the elliptic operator A(x,D), whereas the constants KQ, K\ depend only 
on the local geometry of the initial triangulation 7o and they are independent 
of the maximal depth j of the final triangulation. 

REMARK 6.1. This Lemma is also valid for the case mes(r£>) = 0. 
YSERENTANT assumes in his paper mes(r£>) > 0, as natural for the elliptic 
problem, but this assumption nowhere enters the proof of Lemma 6.1. Surely 
then Aj and Bjl will only be positive semi-definite and 

II • I k = (A?-* -)1/2> II • l is-1 = (^ j - 1 -* 01 / 2 

will only be seminorms then. According to the above Lemma 6.1 these semi-
norms must have the same null-spaces, a fact which can also be seen by 
the H(^) Poincare inequality. This inequality specifies the null-space as 
span{l} C Sj. 

We also make the choice (6.3) and turn now to the problem of a r -
dependent preconditioning of (6.2). By the symmetry of Bj1 and Aj we 
get that the symmetric positive definite operator 

should be spectrally close to Aj. Since Ij = TTQ + Z)fc=i(7rifc — T*- i ) the repre
sentation 

j 

(6-4) 0~ = AT7To + J2 Xki^k — Tfc-l-

holds, where 

(6.5) Xk = — . 
1 + T 
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COROLLARY 6 . 1 . The following inequalities hold for all functions u £ SJ: 

/io(0J ),u) < (Ajti,)) < ^i(0^" u,u). 

The constanss /^oj/^i are taken from Lemma 6.1. 

Proof. Follows directly from Lemma 6.1, representation (6.4) and Lemma 
5.1. • 

We observe that 0 J is in fact a direct sum corresponding to the decom

position (6.1): 
i 

k=i 

where ik denotes the identity on the space V*. Hence 

corresponding to (6.1), which is 

j 

Qj = AQ 1TQ -\- 2_j ^k V71"̂  ~~ ffk-l) 
k=l 

on Sj. Next we are interested in representing Qj as a sum of the projections 

7rfc with positive coefficients. This makes difficulties for the projection 7TQ. 

Because of the relation 

Q ^ ^~ A — 1 ^~ A —T 

•f- r -J- r 

we can remedy this difficulty by adding the symmetric positive semi-definite 

operator 
n •» 

~ / I O A Q V T Q 

1+r 
to Qj. Thus we introduce the operator 

1 + r 

k=0 

-V0 

T o 3 

I — T L _ „ 

with 
_ / * l ~ Kli if k<j 

(6-6) 0 \ i/jt = ( 
[ A/ 11 k = j , 

where 0 < fc < j . The change of 0 j into Qj does not change the quality of 

preconditioning, since both operators are spectrally equivalent in fact. 
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LEMMA 6.2. The following inequalities hold for all u G Sj 

(0jW,w) < (Qjii,w) < (1 -f- /\KI)(0j«,U). 

#ere K\ denotes the constant of Lemma 6.1. 

Proof. The left inequality is obvious since the added operator is sym
metric positive semi-definite. By using the inverse inequality Lemma 3.3 of 
YSERENTANT [56] we get for u G Sj 

||7r0ii||o = ||Aö1/2*-ou|li0 

= ——— (||Aö 7To^||o + r | |Aö 7T0w | |^i) 

< ^ - l1 -f- r/\KI) (IAA 1r0w||o 

• I 

< A A I l | A 0 floullo, 

since &K1 > 1. Here the the constant Kx of Lemma 6.1 is exactly the 
constant of the inverse inequality which only depends on the local shape 
geometry of the initial triangulation To- Hence 

Therefore we get 

h AQ 7Ti^,U J -f (7ToW,U) < (1 + AKi)(Aö 7TQU,U), 

which in turn implies the right inequality. • 

6.1.2. A Computationally Available Spectrally Equivalent Preconditioner 

However, our computational problem is not problem (6.2), but as we have 
seen in Section 4.4 problem (4.8). Identification of problems (6.2) and (4.8) 
would mean to compute Xj , i.e in the natural representation of (<Sj,«Sj) to 
invert the mass matrix, a problem of the same complexity as (6.2) itself. 
Hence it would be far more desirable to get a cheap and easy representable 
expression for ÖjX~ to fulfill requirement (P4). However, by Lemma 4.2 we 
obtain 
(6.7) KkX~xu* =Jj;e(u*\sk) 

for u* G Sj, k < j , which means that we can compute itkEj only by inverting 
Zjt, i.e., a mass matrix of dimension n^. Thus we are led to replace 2* by 
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an easily invertible 2*., the duality map with respect to a new inner product 
(•, -)k on Sk. A rather simple possibility of inverting 2* is given when Xfc is a 
diagonal matrix in the natural representation. This requires that the nodal 
basis functions of Tk are mutually orthogonal with respect to the new inner 
product, i.e., 

(6.8) (tz, 1 )̂* = ("0, VO^f^v) = W'jV,)fcV'*(i0 

for tp G I \ , u G Sk. Thus the new inner product (•,-)k has to be a weighted 
Euclidian product in the basis IV We now exploit the advantage of the usage 
of 2jb by defining an operator 7^ : Sj —• Sk through 

(6.9) 77rf u —Tk (u \sk), 

in analogy to relation (6.7). Replacement of irk by 7^ in the preconditioner 
would only be reasonable if these operators are spectrally equivalent. Hence 
the remaining degrees of freedom in the new inner product, the weights, are 
chosen in a way that the new inner product resembles the L2 inner product 
as much as possible, which yields us to the construction of a discrete L inner 
product by using a quadrature rule with nodes in the vertices of Tj, i.e., for 

(«>")* = j E lTl £ M(*)-
*: fk 

This discrete L2 product satisfies the following stability property yielding the 
spectral equivalence mentioned above. 

LEMMA 6.3. The inequalities 

(u,u) < (t/,ukk < 4(u,w) 

hold for all u G cV 

Proof. For T G T\. let ĉ j- : X^ —> T be the afffne transformation which 
maps the unit triangle Tß = {(xixX\)\ Xi,X2 > 0,xj + x2 = 1} vertex by 
vertex to T. The well known integral transformation theorem gives 

/ u2(x)dx = f u2(<pr(£))( det D(fT\d£, 
JT JTE 

where 

I tet L/^rl = TTf-T = *M I' 
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On the three-dimensional space STE = {ü\ u linear on Tg} the norms \\- ||o;T^ 
and || • HJVJS Q-re equivalent, where 

||^|IJVS = & (0,0) + u (0,l) + u (1l0). 

Thus there are positive constants VQoVi with 

^olpllo;^ ^ \\U\wB — "IIMIOJTE 

for all u G STB- A simple direct computation shows that VQ = 6 and v\ = 24 
are the best possible constants. With u = « o ip? we therefore get 

6||w||o;r< 2\T\ J2 «*(*) < 24l|«|lo;r-

xeM"knT 

Summing over all T £ Tk gives 

6|MIo < 2 2^ |T| 2^ u (x) < 24||w||0. 

Division by 6 gives the assertion. • 

REMARK 6.2. We have included the proof which consists of standard 
arguments because one can find in the literature the wrong statement that 
the constants in the inequalities, which are never specified, depend on a lower 
bound for the interior angles of the triangles T ( 7^. 

The next definition is just an equivalent formulation of (6.9) and is due to 
XU. 

DEFINITION 6.1. T fie L quasi-projection with, respect to (u,v)k is given 
by the operator 

7Tjt : I / 2 ( H ) —» <Sjt 

for which 

(7rku,v)k = (u,v) for u e L (£l),v e <SV 

The next Lemma states that we have reached the desired properties for 
the L2 quasi-projections 7^. 
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LEMMA 6.4. The L2 quasi-projection ic^ is explicitly given as 

for u G L2(ft). We further have for all u £ Sj 

(6.11) \jtkU,U) < ('Tjk'Ulu) < 4(7r^iiUu). 

Thus the L2 quasi-projeciions Kk and the L2 projections ir^ are spectrally 
equivalent, uniformly with respect to k. Finally the operator 7rjj! = ^kTj1 : 
SJ —> Sk has the representation 

-KkU = ^ 

foru* <E<S*. 

(6.12) ^ M = 2_j I\ J * 

Proof. Equation (6.8) gives for u G L2(Cl) and ip £Tk that 

By definition of (•, -)c we get 

= ^Isupp^l 

Hence the definition of the T^ gives 

A • • (itkU,il>)k (u ,V0 
Tr^i^a?^,] = —T-;—rr— = 7 TT. 

Therefore 

which is (6.10). Next we define the operator a\. : S$k> £jt such chth 

(0"jfeW,)) = ({uü.)jfe 
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for all u , u € <Sfc. It is straightforward to check that 

*k\sk = s i 1 -

Lemma 6.3 states 
(u,u) < (aku,u) < 4(u,u) 

for all uG^ii, hence by Lemma 5.1 the relation (6.11) for u € Sk- Replacing 
u by TTkU we get (6.11) because of T^TT* = 7^. Relation (6.12) is finally a 
direct consequence of (6.10). • 

REMARK 6.3. The operators Mk of YSERENTANT [56] are just the L2 

quasi-projections ft*] Xu [52] denotes them by Tljt. 

In view of Theorem 5.2 we take 2^^ to replace ir^ in the preconditioner 0 j 
and therefore reach the following preconditioner of Aj 

(6.13) Q- = ——AQ17r0-\-2J2^k7rkk 
1 + T k=o 

which is spectrally equivalent to fc); and for which \JJ-LJ is computational 
available without inversion of the mass matrix. 

COROLLARY 6.2. The following inequalities hold for all funciions u 6 Sji 

-(QJU,U) < (0jtt,it) < 2 ( 0 j i t , u ) . 

Proof. Follows directly from Lemma 6.4. • 

6.1.3. Reduction of the Number of Terms 

However, the realization of QjX-1u* for u* G *S* as suggested by the rep
resentation (6.13) would need at least 

0(X>*) 

operations since every ir̂  needs fyTk — n^ summations. For non-geometrical 
progression of the n^, which we did not exclude, ]T)i=i nj wiü n ° t be 0(n;) 
as desired, m the case of pure arithmetical progression it is even Uyrij). 
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For this reason we finally look whether the number of operations can be 
reduced to an effort of ö{rij.. This objective can be achieved by a proper 
rearrangement of the terms in (6.13). We get for u 6 Sj 

e3u = - L - V ' o u + 2 £ ** £ TT ty) ty 

with 

These numbers have a simple expression as the following Lemma shows. 

LEMMA 6.5. Forty E $ we have 

(6.14) ${ty) = 

( Xko - A^i*, whenever 0 < k^ < k\ < j 

Aro1, whenever 0 < fc°° k^ = j . 

Proof. Since the set K^ of depths in which ty occurs in the corresponding 
nodal basis is connected according to Lemma 4.1 

K$ = {k\ k^ < k < k^k, 

we get 

ŴO = S ^ 

reducing to (6.14) in view of the telescope character of the sum due to the 
definition (6.6) of the #*. • 

Thus our final preconditioner 0} = Qj%7 is given by 

T u*(ty) 
(6.15) e*jU* = - PQU* + 2 2_^ ^{ty)T\—TT^' for a^ u € Sj. 
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Here we made use of (4.6), the representation of the solution operator of depth 
0. Thus our preconditioner is just the sum of the damped FEM-solution 
on the coarsest triangulation % with right hand side u* and according to 
Lemma 4.1 # $ < 2rij additional simple terms. This estimate of the number 
of terms suggests that the sum of these additional terms can be computed 
within ö{rij) operations, which is in fact true, but will be discussed in detail 
in Section 6.5. 

6.1 A. Summary 

Summarizing our results so far we can state the main Theorem of this 
section. 

THEOREM 6.1. For all functions u € Sj and for all numbers r > 0 the 
following inequalities hold 

/io(A~j1,?z) < (6jU,u) < /ii(A~lu,u) 

where 
(XQ = — and ßi = 2fii(l + AKi). 

The constants H0, fii, Ki are from Lemma 6.1. 
Moreover we have 

K, (OjAj) < 4(1 -f- Ai^i)— = =(0 ), 

independenlly ofr. 
Specification of the case r — 0 gives for all u 6 Sj 

2 (A7 lw'u)Lo ^ (^ u ' u )Lo - 2 (Ai"lw'u)Lo-
Here we get 

«(©A-)L<4. 

Proof. Follows from Corollary 6.1, Lemma 6.2 and Corollary 6.2. The 
estimate of the condition number follows from Lemma 5.1. The case r = 0 
can be treated by Lemma 6.4 since then 0j| r=o = 2TTJ. • 

REMARK 6.4. In view of the requirements (P1)-(P4) for a precondi
tioner, we can state the results of this section as follows. The matrix BT 

given by 0^ in the natural representation of (<Sj,e>J) fulfills requirements 
(PI) and (P3) whereas 0^ itself fulfills requirement (P4). 
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REMARK 6.5. The case r = 0 is the preconditioning of Zy, the operator 
which is represented by the mass matrix in the natural bases Tj,T^. Here 
Theorem 6.1 states that 0J = 2TTJ is a natural choice of a preconditioner. 
But the operator 2T:*- is given by 

since (ip,tp) = g|supp ip\ = ^(l,tp) ffo rfi G Tj. Hence eTTJ ji sepresented 
in the natural bases by the matrix D- where D = d iag(mn, . . . ,m n n ) 
denotes the diagonal of the mass matrix M. Thus Theorem 6.1 gives in 
passing the result 

COROLLARY 6.3. The following holds for the diagonal preconditioner of 
the mass matrix: 

K(D~ M) < 4 

and 

<j(D-lM) C [TT,2]. 

WATHEN [49] proved these results with a different technique. 

REMARK 6.6. Since Aj —»• Aj for r —•> oo and in turn, assuming now 
mes(rD>) > 0, 

j 

Kjj —> Jjj = AQ TTQ -f- 2 / J ( Cty. ~ ak+)) ^k, 
k=0 

Theorem 6.1 states that Bj is a good preconditioner for Aj. In fact the 
preconditioner 

3 

Cj = A^TTQ + ^ a^ 1;kk 
k-l 

advocated by YSERENTANT in [55] is spectrally equivalent to Bj\ 

3 
{C3u,u) < (BjU,u) < - (1 + AÜTi)(CjU,u). 

Li 

Comparison with Remark 6.5 shows that 0!- provides a continuous transition 
from the diagonal preconditioner of the mass matrix to the multilevel nodal 
basis preconditioner of the stiffness matrix. 
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REMARK 6.7. Using Theorem 10.7 of Xu [52] we can prove at ieast for 
the case of quasi-uniform triangulations that whenever our elliptic problem 
is i71+tr(n)-regular, a G]0,1], we get 

K (0,-Aj) = 0(j»in(l/«f2)^ 

with constants independent of r > 0. This result seems to be also true for 
certain highly nonuniform triangulation as Example 8.5 will show later on. 

6.2. EXTENSION TO HELMHOLTZ TERMS AND GENERAL CAUCHY BOUND

ARY CONDITIONS 

Until now we considered the bilinear form a(-,-) to consist only of the 
principal part, i.e., q = 0 and ( = 0. In this section we get rid of this 
restriction. 

Denote by 
1 T 

AP = ——-—/ + — •AP 
1 + r 1 + T 

the operator belonging to the principal part ap(-, •) of a(-, •), i.e., exactly the 
operator which we considered in the last Section 6.1. 

First assume q ^= 0 but ( = 0, which means that a Helmholtz term is 
present, but the Cauchy boundary conditions are still natural boundary con
ditions. 

We have to consider the two cases 

Case I. mes(I?£)) > 0 

Case II. ^min > 0, 

either of which makes the form o(-, •) .^(f^-el i ipt ic by Lemma 1.1. 
Case I and II will give two different versions of preconditioning, which will 

be discussed next. For the discussion of Case II it is essential that we did 
not exclude mes]]?£>) = 0 in the last Section 6.1. 

6.2.1. Version I of a, Helmholtz Preconditioner 

By Lemma 1.1.iii Case I implies the iJ£(n)-ellipticity of the form ap((--), 
i.e., there is a constant c\p > 0 such that 

ap(u,)) > CipHw\li 
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for u G Hjj^Cl). Thus we can estimate for u G Hj)(Q,) 

ap(u,u) < a(u,u) = ap(u,u) + ((u,u) 

< aP(u,u) -f <qm&x|Mlo 

< M + ax ) appu U)m 

This inequalities yield 

((AP)ji«,u) < (Ajit, )) < ( l + max ) ((Ap)j-ui u) 
C\p / 

for u G Sj. Hence using the preconditions ©j, which was derived in Section 
6.1, we obtain by Theorem 6.1 

K (QjAj) < 4 ( 1 + —— 1(1 + Aifx,—, 
I P H'O 

which has the desired form. 

REMARK 6.8. For Tp = dQ, Tc = 0 we can estimate by Lemma 1.1.i as 
follows: For u G HQ(Q,) we obtain 

a(u,u) = ap(u,u) + ((u,u) 

< l l ~^~ "nf a ß p ( , t i ) , 

which yields 

« (QjAj) < 4 ( l + g^— 1 (1 + A/^i)—. 

6.2.2. Version II of a Helmholtz Preconditioner 

In Case II we proceed as follows: Defining for some 

0 < <7min < # 5: <Zmax 

the operator 
1 -f or _ T 

~ = * J + —— AP, 
1 -\-r 1 +r 
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yields the estimate 

(6.16) ——(Aj,ju) < (AiU,u) < ^ — (jjU,u) 

for u € Sj. Put t ing 
~ l + T<7 + &k) 
A}. = —— 

and replacing the A* 01 (6.5) m the derivation 01 Qj by tms A^ we obtain a 

preconditioner Qj 01 i\j with 

AC (QjAj' < 4(1 -f- AKt)—, 

which is the same bound as in Theorem 6.1 for K (Qj{Ap)jJ. This works 

since we never used in Section 6.1 the specific form of the Afc, but only the 

fact that 

AAr-f-i > Ajfc > 0. 

By the above inequality we can estimate 

Ä (QjAij < 4 (1 + A Ä ' i ) — , 

which distinguishes Qj as preconditioner of the required form. The actual 

choice of q should be made in order to gauge the estimate (6.16) as 

#min/<7 = (7/ftnax, 

i-e., 

nunlmax) q = y/qmxnq 

the geometric mean of the two bounds. 

6.2.3. A Case of Doubt: Case I and Case II 

If both cases, I and II, are present the question arises which version should 

be taken ? Algorithmically both versions are quite related since Version I 

can be interpreted as the case q — 0 of Version II, which gives Qj = Qj. So, 

what value of q shall be taken ? 

For Tc = 0 we can answer this question definitely by means of Remark 

6.8: Version II should be taken if 

28 

An example of such a decision will be given in Section 9.2.3. 

(6-17) ^min > -jj"• 
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6.2.4. The Case of General Cauchy Boundary Conditions 

Now we consider ( ^ 0 and TQ =£ 0, assuming one of the above cases: I or 
II. 

Hence we have 
a(u,v) — CIH{U,V) -f / (uvdcr 

Jrc 

for all u,v G ifjr)(ft). The — due to Case I or II //^(f^-llliptic — form 
aH(,-)) with 

CI#(u,u) > Cx^HU||J 

for u G if]}(f2) induces an operator AH for which we know by Sections 6.1 and 
6.2.1/6.2.2 a preconditioner (QHJ-- Since we may estimate for u G H}iVt) 
by the continuity of the trace operator Hl(Vt) —* Hl^(dVt) 

CLH(U,U) < a(u,u) — ajiiu^u) + / ( ( da 
JTc 

< H( } ) +" Cmaxl| w|L22rc) 

< a# K u / + S>max -* *• t race 1l ^ 1lJ 

<C i l - 4 - a x r a C e 1 ßrjf'u <̂ \ 

we obtain the estimate 

K ((ejj)jAj) < ( 1 + - ^ — — j « ((ötf)j(A#)j). 

This tells us that {QH)J should be an as good preconditioner as in the case 
f = 0 for moderately behaving (". 

6.3. A PRECONDITIONER FOR PIECEWISE QUADRATIC ELEMENTS 

We assume that Case I or Case II of Section 6.2 is true. 
As introduced in Section 4.5 we consider the space of piecewise quadratic 

elements SQ on the triangulation Tj. The hierarchical splitting 

SQ = Sj © VQ 

shows that there is a unique decomposition of each u G SQ into 

u = uL + UQ, 
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where UL € Sj and UQ £ VQ. Based on that decomposition we introduce 
norms — corresponding to some inner products on SQ — which are generated 
by the Z/2-inner product on Sj and which are a scaled Euclidian norm on VQ : 
For u G SQ we define 

i) IMIQ;0 = IKIIo + Y, (^^)\UQM\2^ 

(6.181 H) WU\\Q;I = 1UL\\%+ £ {AQ^^)\UQM\2^ 

in) WU\\Q;A = IIULIIA + ] £ ( A Q ^ ^ ) I ^ Q ( ^ ) | 2 -

By construction ||W||Q.A is a convex combination of ||U||Q;0 and ||M||Q;I: 

f « ! Q \ IL,I|2 _ J _ l l „ l | 2 i T |L.||2 
l".iy; IIUIIQ-,A = T~T—IIUIIQ;O + 7~T—llullQ;i-

The following lemmas exhibit, that the norms (6.18) are in fact equivalent 

t° II • Ho, II • HjjI resp. II • ||A on SQ. 

LEMMA 6.6. Foru £ SQ we have 

7o|M|Q;0 < ||w||o < 7ilMlg;c» 

with 

•j0 = I (6 - v34) = 0.042 

and 

71 = I ( 6 -f v 34) == 2.96. 

These are the best constants in general. 

Proof. The proof runs along the lines of the proof of Lemma 6.3. The 
computation of the constants is tedious but not very subtle. • 

LEMMA 6.7. There exists a positive constant 7o such that 

7olMIQ ;I < \\U\\2HI < 4 |MIQ; I , 

for u 6 SQ. The constant 7o depends only on a lower bound of the interior 
angles of%Q and on the bilinear form a(-,-). 
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Proof. The assertion is proven by the arguments preceding [25, (2.22)] 
and the arguments of Section 6.2.4. • 

COROLLARY 6.4. For u e SQ we get 

IblMlg* < II«IIA < 4 I M I | ; A , 

with To = min(7o,7o); where 7o,7o ore the constants of the preceding two 
Lemmas. 

Proof. Follows directly from the two foregoing Lemmas and the convex 
combination (6.19). • 

REMARK 6.9. In one spatial dimension we have a complete knowledge 
of the involved constants. In fact we obtain for u £ SQ 

7 O I P I I Q ; A < I M I A < 7IIIWIIQ;A» 

with 7o = min (7J, 6/ A) and 71 = max (7J, min (2, A/'S),, where 

7o = — (6 - V30) == 0.087, 
6 v ' 

and 

71 = 1 ( 6 + ^30) = 1.91. 

The proof exploits the fact that in ID we have Sj _L VQ with respect to the 
H -inner product. 

Due to the Theorem of Frechet-Riesz there is a symmetric positive definite 
operator H\ : SQ —> SQ such that 

(H\U,v) = (AJUL,VL) + 2_̂  (^Q'tpT'lP)uQ{x^)vQ{xi>)i 

for all u,v £ SQ, which implies that 

(HAu,u) = ||U||ßiA. 

LEMMA 6.S. The inverse of HA is given by 

Hi1 = GQ, 

where 

(6.20) eQu = Aj^-u ̂  J2 ( A \ ^ 

for all u £ SQ. 

<A€r0 
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Proof. Take u € SQ. 

1. Let v G 5j. Since ug = 0 and v — VL we get 

(H\QQU,V) = (AJ{0QU)LLU) 

= (AjAjVjii,?;) 

= Ow )̂ 
= (u,u). 

2. Let v G VQ. Since vL = 0 and v = VQ we get 

verg ( A Q ^ , ^ ) 

= (u,u). 

3. Thus for v £ SQ 
(H^QQU,V) = (u,u), 

which implies H^QQU = u. 

Since üTA is positive definite, the Lemma is proven. • 

COROLLARY 6.5. The following inequalities hold for all u € SQ: 

7O(©Q tf,u) < (AQtf,U) < 4(0g u,«). 

The constant 70 is from Corollary 6.4-

Proof. This is simply a restatement of Corollary 6.4, since we observe 
that (OQV,«) = (H/^u,)) = ||w||g.A. • 

Thus the operator 0Q is a preconditioner of AQ. 
For ease of representation we restrict ourselves for the rest of this section 

to the case of q = 0, ( = 0, which was discussed in Section 6.1. The extension 
to the general case is obvious by means of Section 6.2. 
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In view of Section 6.1.2 the representation (6.20) suggests to use the op
erator QQ : SQ —• SQ, defined by 

as computationally available preconditioner. Note that the operator 0^ can 
be defined on all L2(H). 

However, in actual computation we use 

QQu- = OQTQ1U-

where u* £ SQ. 

LEMMA 6.9. Foru e SQ we get 

JJ,O(OQU,U) < (QQU^U) < /Z 1 (0QU,U ) , 

where JIQ, ßi are from Theorem 6.1. 

Proof. Since TTQ = TTQTTJ and 7Tj. = 7rj.7Tj fof k k j , we have fof tz u <?Q 

(6.21) eQU = QjTTjU + J ] <£ ^ lb)^' 

Therefore Theorem 6.1 yields the assertion. • 

We summarize our results. 

THEOREM 6.2. For all functions u € SQ and for all numbers r > 0 the 
following inequalities hold 

H$(AQUU)U) < (QQU,U) < fij- (Ag U,U) 

where $ = 7opk> o.nd Mi = 4/ti. T/ie constants fro, fii are from Theorem 
6.1, the constant 70 from Corollary 6.5. 

Moreover we have 

* (ÖQAg) < 4T-T- = 0{j22) 
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independently oo r. 
Specification of the case r = 0 gives for all u G SQ 

72 (Ag Wjti) < ( Ö Q ' " , ^ ) _ n < 73 (AQ ^jU) = , 

72 = 2 ( 4 - vTö) = 0.25 

and 
73 = 2( 4 -f 715) ==15.75. 

Here we get 
K ( e Q A Q ) | T = o < 6 2 . 

Proof. Follows from Corollary 6.5 and Lemma 6.9 according to Lemma 
5.1. The case r = 0 follows by arguments similar to the proof of Lemma 6.6. 

REMARK 6.10. Note that an application of Theorem 6.1 and Lemma 6.6 
alone would give 

*(0<^)L^4^2 8 0 ' 7o 
which is an overestimation by a factor of 4.5. 

6.4. ERROR ESTIMATION — SPECIFIC CONSIDERATIONS 

Here we specify the abstract considerations of Section 5 by choosing S — 
Sj and S* = SQ. Let w G SQ be the solution of 

AQU = JQ 

and u G Sj be the solution of 

Furthermore let u G Sj be arbitrary. We have to analyze the specific ex
pressions for the estimate of the linear deviation (necessary to control the 
preconditioned CG-iterations) 

ik - «iu 
and the quadratic deviation (serving as discretization estimate according to 
Section 5.1) 

|P - W||A« 

Finally we have to discuss the /^-approximation property of the pair (S(S SQ). 
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6.4.1. The Linear and the Quadratic Deviation Essimate 

Consider the linear residual 

r = fj — AjU 

and the quadratic residual 

r = fQ ~ AQu. 

Because of the structure of Galerkin approximations and Sj C SQ we gain 

(6.22) r = iTjr". 

The abstract discussion of Section 5.2 exhibits the linear-deviation estimate 
||rb|lö., wnere 

1lr 1\%j = ( ( i r , r k) 

Along the same lines we get the quadratic-deviation estimate ||rB||^ , where 

||rfl||| - (Ögr^r11) 

= ( Ö J V . V ' H £ 
(r«,</>)2 

Here we made use of the relation (6.21). By the projection property (6.22) 
we gain 

n2 ||J>||2 i V ^ „2 

&Q ~ Hr Hoy + 2-J "l/o 

where we define 

~~ ll?M0 

for every ij; £ TQ . 

THEOREM 6.3. For any u e «SJ we /lave 

\W -U\\A = Cb|kb|leJ 

and 

with 

||uB - w||A = Cöll^llk 

1 1 
Cb € 

[Vm' v Ao J 
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ani 

CH e 
l 

/ ~ Q ' r~Q 
V i V 

where the constants fio, p,x are from Theorem 6.1 and //, > fii are from Theo
rem 6.2. These constants are independent of r > 0. Specification of the case 
T — 0 yields 

- v 2 , V 2 C [0.7,1-42] 

ant 

CbT=0 G 

C,|j|r=O € 

l<̂  

1 1 
C [0.25,2]. 

Zn t/us case £/ie quality indicators K,<^ of Section 5.2 turn out to be 

«<Jr=0 < 2 

and 

«CIIT=o £ 7.88. 

Proof. Theorems 5.2, 6.1 and 6.2 yield the assertions. • 

6.4.2. Refinement-Strategy 

The values 77̂ , may serve as indicators for an edge-oriented refinement-
strategy, since there is a one-to-one correspondence between TQ and the 
edges of 7} which does not belong to the Dirichlet boundary piece YD- The 
indicators r\^ are in fact exactly the same as in [25], in the notation of [25] 

1i> — \DQQ rQ)\t / 1 edge containing xw, 

Now, an edge containing x^ is marked for local refinement if 

Vtp > ^thresh-

We favor for the computation of 7/thresh a procedure due to [4]: 
It uses a simple heuristic prediction scheme to forecast what may happen 

to 77̂  if the edge containing x^ is subdivided. This forecast relies on the 
assumption that locally 

r\^ = c-tph^' as h^ —> 0. 
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Here h^ denotes the length of the edge containing x^. Suppose this edge was 
generated by subdividing an edge with local error 7]^d. A simple extrapola
tion yields 

new __ 'lis 
'~*l> ~ „ o l d 

as prediction for the error after a new subdivision of the edge. Clearly now, 
we should — in order of equidistributing the error — refine only those edges 
which have an 7/^,-value above the largest predicted new ?7new-varue of the 
virtual next triangulation, hence 

?7 thresh = m a x T]^W. 

w 
To avoid a refinement of too many triangles when the estimated error is near 
the given elliptic tolerance eps, we actually take with 

cut = max rfT™ 

the value 
/ eps , \ 

t̂hresh = max (cut, — V W x eut ) , 
where 77max = max,/, 77̂  and e is the actually estimated error. 

This procedure of computing t̂hresh yields triangulations with far fewer 
nodal points than the procedure originally proposed in [25]. For detailed 
comparisons see [26]] 

6.4.3. The ß-Approximation Property of (5j,SQ) 

Consider first the case of quasi-uniform triangulations Tj with mesh pa
rameter h: For u G H3(Q) we have 

(6.23) \\u — u ||A <C7||u| |2 

and 

|\u u ||A < (^h 2IWI|3. 

Because of the best approximation property of finite element solutions and 
Sj C SQ there is an 0 < ^ < 1 such that 

||w - IT||A = ßh\\u — u IIA. 

Since the estimate (6.23) is optimal with respect to the power of /i, we gain 

ßh = 0(h). 
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DEFINITION 6.2. The sequence of pairs ($J->SQ)J is called to have the 
asymptotic 0-approximation property if there is a sequence (ßn)n of reals 
with 0 < ßn < 1 and lin^^oo ßn = 0, such that 

\\u — u ||A ̂  Ai,-||w — u ||A 

holds for every j . 

Thus the pairs (<Sj, SQ)J belonging to a family of quasi-uniform triangula-

tions have the asymptotic 0-approximation property. 

Now consider highly nonuniform triangulations Tj. They are assumed to 
be of type (Ä,7, L), a notation due to BABUSKA et al. [3]. If the multiindex 
7 underlies the restrictions of [3, Corollary 5.1], which depend on the interior 
angles of du, at the vertices of <90, we want to call the family of triangulations 
adequate. 

For those adequate triangulations [3, Corollary 5.1] states that 

(6.24) ||it — u | |A<Crij | |/ | |o, 

which seems to be the straight generalization of (6.23), but is an entirely 
nontrivial result proved by using weighted Besov spaces. 

In view of this result we conjecture 

The pairs {SJS$Q)J have the asymptotic 0-approximation property, 
whenever the triangulations Tj are adequate. 

DEFINITION 6.3. A triangulation Tj is called fine, if the pair (SJ,SQ) 

fulfills the ß-approximation property with ß < | V o . 

The value | v 6 has been chosen in view of Remark 5.1. 

The above heuristic considerations mainly served the purpose to justify 

our followmg expectation: 

If the initial triangulation % is reflecting enough structure of the prob
lem, such that the refinement process produces adequate triangulations, 
there is an index JQ, such that Tj is fine for j > JQ. 

Of course a proof on the base of the solution process described in Section 
4.4 and the refinement strategy of Section 6.4.2 would be very desirable, but 
seems to be extremely difficult and nearly untractable. 

On the base of our expectation we can state: 
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THEOREM 6.4. On a fine triangulation Tj we get for any u G Sj 

\\u — y>\\h = SIFQ|IÖQ 

with 
1 2 

C€ 
Lyr i V"o J 

where the constants are from Theorem 6.2. This interval is independent of 
T > 0. Specification ofr = 0 yields: 

C|r=o € [0.25,4], 

lyzi/i quality indicator 

«clr=o 5» 16. 

Proof. Theorems 6.3 and 5.1 with Remark 5.1 yield the assertions. • 

REMARK 6.11. The one dimensional version of the above theorem can 
be stated with notation of [17, Section 4.1] as follows: On a fine ID-grid A 
we get 

|\V> ^ A | | A S> L ?̂J 

with 
l 2 <e 

where the constants are from Remark 6.9. This interval is independent of 
r > 0. Only the definition of the indicators [rjj] ]as st ob ehanged dlightly 
compared to [17, 4.12]: 

Comparing this result with [17, Theorem 4.2] we have given a totally new 
justificaiion of the ID error estimator of [17, Section 4.1]. Since we have a 
complete knowledge of the involved constants in the ID case, let us specify 

them for the Laplacian A(xd)) = ~~r~^'- Here the interval is 

(£ [0.72,6.78]. 

[17, Theorem 4.2] yields in this case ( > 0.45, with the specification of the 
constant K as given in [16]. 
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6.5. IMPLEMENTATION OF THE MULTILEVEL PRECONDITIONER AND C O M 

PLEXITY ANALYSIS 

Here we are concerned with the assertion at the end of Section 6.1.3, that 
B*jU* cac be computed within 0{rij) )perationsn i.ei. requirement nt2). This 
assertion needs both: specification as well as careful explanation. 

The expression 0*-u* has to be realized in the natural representation of 
(SjySj), that is we have as 

Input: The values {^(VOjVerv, 

and compute the 

Output: The values {(0*u*)(x^) j-

However the expression (6.15), restated as 

A* * — T * I v ^ 6i/(V>) *( i\ I 

ju ~ i+Tp°u ^ isupper 
requires the values u*(tp) for all ^ G $ , whereas only u*(ijj) for Tf? £ Fj is given 
first. Furthermore this expression states the result as a linear combination 
of all ift € $ , whereas we need the result as a linear combination of the nodal 
basis functions iß E Tj, i.e., a situation just the other way round than in the 
input case. 

Thus we are confronted with the proper organization of two tasks 
• Restricting the linear form u* on Sk for 0 < k < j 

• Interpolating the values of functions in Sk to Sj. 

As it turns out the main difficulty will be the organization of the restriction. 
Since the FEM code data structures of KASKADE [45] deal with nodal 

points rather than with the nodal basis functions itself, we have to reformu
late our problem. 

6.5.1. Ordering of No dal Points 

The collection of supporting points of $* will be called 

Mk = {x4,\1>eVk} C 4 

Taking the disjoint union of them 

M = {{x,k) \xeMk, 0 < k < j} 
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we get a mapping 

-0-: A4 —> # , 

such that -0-(z, k) G ^k and x^x^ = a;, which gives a unique ^ € ^ . Clearly 
•^- is one-to-one and onto, such that 

#.M = # $ < 2nj. 

Now define mappings 5, U : A4 —• IR and I : ./Vf —• IN such that 

i) S(xk)) — |supp-^(a;,^)| = 3 (l,^-(xxk)) 
ii) U(xJk) = u*(-^(x,k)) 

iii) ^(x,fc) = fc^(ajjfe) > 5̂ 

for (:&,&) E Af. Note that 

Therefore 

where {Vo(^)}.^ is the direct solution of 

2 J aT(Vo(x)-^-(a;,0),i^-(x,))) = t7(x,0) 

for all x G Wo = A^oJ and where due to Lemma 6.5 

$(x, k) = $(-^-(;r, A:)) = Â " - ÂV M++ 

for (x, k) e Mf by formally setting Aj+j = 0. Defining for (x,k) € A4: 

V{x,k) = 

we have 

Vo(x) + 6 . r E^(z, 0), k = 0 
o(x,U( 

6 n , /Mix.k), 00<<j, 
S[x,k) 

Thus it is essential to realize the sum J2xeMk a-lgorithmically. 
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6.5.2. Algorithmcc Realization of the Loop: For all x € Mk. 

Define for 0 < k < j 

drk = <\ e | j 7J. T regular and depth T = k > . 

Rule (T3) of Section 4.2.1 gives for k > 0 that 

<97/t = {T E \jt \ T _̂x I T regular} 

and 

The realization of the set M. k is a consequence of the following Lemma. 

LEMMA 6.10. For 0 < k < j we get 

Proof. The case fc = 0 is trivial. Let k > 0. 

1. Take T* G 07^ and x G T* f) Afk a vertex. Thus T* is generated by 
regular refinement of some triangle T G 7jt_i- Moreover there is a 
•0 G r t̂ with ra = aty. 

Assuming that i/> G I\_i would imply x G T 0 A4-i which yields 
T C supp ^ — in contradiction to ^ | T \ T * = 00 -hus ip > ^k-c- ,eading 
to ip G f̂c and in turn to x G M.k. 

2. Take G A ^ , ^ € ^it-

Case A.: a; ^ ftfk-.- Then a; must be a vertex of a regular triangle 
T G Tk \ Tk-\, according to rule (Tl) of Section 4.2.1. Thus 
T E dTk. 

Case B.: x G N"k-\. Then there is a ?/> G T^_i with x^ — x. 
Since T/> $• Tfc_! we have according to Lemma 4.1.Ü that supp ^ (£ 
supp i/>. Thus there is a triangle T G Tk-i with x E T and 

T <£ suppt/j, 

and a triangle T* E Tk \ Tk-i generated by subdivision of T, for 
which x E T*. 
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Case B.I.: T* is regular. Thus T* £ dTk. 
Case B.2.: T* is irregular. Take the unique vertex x* £ T* Pi 
(jVjb \A4_i) and consider the edge [a:,a;*]. There is just one 
other triangle T** G 7it \ Tk-\ with T** f) T* = [x,x*]. By 
definition of irregular refinement we obtain T = T* U T**. 
Now T*,T** C supp^ implies T C supp^, a contradictton. 

This Lemma suggests a slight extension of just two data structures of 
KASKADE, see the Programmer's Manual [45]. 

1. The TRIANGULATIONNdata type gets the following additional entry: 

f irstTrinngeeOf Depth TR** array of pointers, the /k 
entry is the pointer to the first 
triangle of the singly linked list 
of regular triangles of depth k. 

2. The TR-data type (triangles) gets the following additional entry: 

next Of SameDepth TR* pointer to the next regular 
triangle of same depth in the list. 

During the refinement process we can easily establish the following singly 
linked list of regular triangles of depth k: 

actTriang->fiss tTriangleffDepth[k] 

I 

nextOfSameDepth rp nextOfSameDepth . _ 
. . . ±\k n i -L. 

The assembly {T 1 ? . . . , T/fc} of entries of this list constitutes just the set dTk. 
Now the expression 

For all x G M.k aPply procedure P to x 

can be realized by means of the pseudo C-procedure Algorithm 6.1. 
The marking in Algorithm 6.1 is necessary in order to avoid that the pro

cedure P is applied more than one time to a point x. 
Algorithm 6.1 can be realized with O {d^g.^^fÄdk)) pointer operations. 

The number dm&x denotes the maximal degree of a vertex in the triangulation 
Tk. Due to rule (T2) of Section 4.2.1 dm&x depends only on 7Q0 
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ALGORITHM 6.1. 

T = aacTriang->firstTriangeeOfDepth[&] 
while (T!=nil) 

mark a l l v e r t i c e s x G A/Jt of T 
T = T->nextOfSaraeDepth 

T = actTriang->firstTrinngleOfDepth[&] 
while (T!=nil) 

for a l l v e r t i c e s z £ A/* °~£ T do 
if x i s marked do 

apply P to x 
unmark x 

T = T->nextOfSameDepth 

RESULT 6.1. With Algorithm 6.1 we can run through the set ftAk in 
G(#Aik) pointer operations. 

6.5.3. Realization of the Interpolation 

Assume that the function V(x,c), (x,k) £ A4, has already been com
puted and is stored. The actual computation of the values V(x, fc), however, 
will be described in Section 6.4.6 and consists of the restriction operation. 
Interpolation is now the computation of 

(0*jU')(x), xe A/jt 

values which have to be stored in the places denoted by x->theta . The 
pseudo C-procedure Algorithm 6.2 computes them. Comments are printed 
italic. 

Algorithm 6.2 needs by Result 6.1 

® YL #Mk =0(#M) = 0(rij) 

operations. 

RESULT 6.2. Given the function V : A4 —> \R, the expression 0^u* can be 
computed in 0(rij) operations, where only the storage for the result is needed. 
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ALGORITHM 6.2. 

for a l l x G Afo (which is just A4o) do 
x->theta = V(x,0) 

for k = 1 t o j do 
for a l l x e M-k \ Afk-i do 

(Note that x is midpoint of an edge e — [xi, x2] C T G Tk-i, 
where x\,x? € Afk-i-) 
x->theta = l /2*(x 1 -> the ta + £ 2 ->theta) 

for a l l x G -M^ do 
x->theta += V(a;,k) 

(Inductively one shows: hereafter one has 

that x ->the ta = (J2i=oJ2xeMi V(^JO"^"(^JOJ (X) for a^ x e -MjfeJ 

REMARK 6.12. In Algorithm 6.2 both vertices of the edge e = [a?!,:^] 
were assumed to be in Afk-i- This is actually not the case, if one of them 
belongs to the Dirichlet boundary piece To- In order to avoid awkward case-
studies, we have denoted that case not explicitly in the algorithm, but the 
change is obvious: Just handle all entries for vertices not belonging to A4-i 
as zero. 

The same remark should be kept in mind for all algorithms which follow. 

6.5.4. Adjoint Ordering of Nodal Points 

The realization of the restriction of u*, i.e., the actual computation of V, 
needs, however, more effort. For a clear representation we introduce the 
notion of the adjoint ordering of the nodal points. 

Define for 0 < k < j 

*+ = w 1 *; = *}. 
By Lemma 4.1 we get 

i) \P; = T-, 

ii) vpjj" = rjfe\*jb+i, 0 o< <j. 

Lemma 4.1 also states that ^ is the disjoint union of the \PA . Note that 
the set tyf will be changed if we add a triangulation Tj+i, thus the sets &£ 
are an a posteriori splitting of ty whereas the sets \£jt established an a priori 
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splitting. Now we introduce a set adjoint to Mk, 

•Mfc = {x^ | <f) € tyj,. }t 0 < 0< j . 

Taking the disjoint union of them 

M = {(x, k) \ x € Ait. i 0 < k < j j 

we get a bijection 
^ : M+ -> tf, 

such that ^-+(a;,fc) G Wf and aj^+(^j = x, which gives a unique Tp G \&. 
Thus #M = #$• < 2n- holds. Define mappings S+,U+ : A4"*" —» IR such 
that 

i ) 0 ' ^ , ) C j = | s u p p ^ y - ^T,/Cjj = 3 ( l , ^ - {Xfc)) 

i i ) (y (Xk/C) = It *"r*" ( ^ j "* ) ) 

for (x,fc) G A4+. Note that 

Let (a:, /cj G A4. JLhen we have -^{x, K) t ^t(x^)^ t n u s 

(6.25) i H z , fc) = -^-+(xl£(x, k)), 

and therefore 

S{xk)) = 5 \x,l\xfc)) and. C{X,K) = C (x,£(x, K)). 

Thus the function V is given once that we have computed the functions 
C+ 7V+ 0 O , U . l . 

6.5.5. Characterization of the Adjoint Sets M% 

By construction 

Adj = Ar

nolds. But what can be said about the sets Mt for 0 < k < j' ? The next 

Lemma answers this question. 

LEMMA 6.11. For 0 < k < j we obtain 
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Proof. 

1. Take iß G ̂ k+i = Tk\ Tk+i- There is an iß G Vk+i with x^ = x$ e A^. 
Thus Xip G «M)t+i n -A/jt. 

2. Take a: 6 J^ik+i CA^k Thus there is an iß G $b+i with x = x$. Since 
x G Mk there is an iß G T* with x — x^. Because of iß £ Tf. we have 
tp =£ iß, which implies ^ £ I jt-j-i. Thus we have ^ G Ŵ  an^ ^ £ AljT. 

This Lemma enables us to state an inverse to relation (6.25). 

LEMMA 6.12. Forx G M-^, 0 < k < ji we <7e£ 

*ß-+(x,k) = */>-(x,k + l) + ± ^ ^ - ( ^ , ^ + 1), 

where 

£€dfe+1x 

Öfc+ia; = $(supp -^(z, k -f- 1)) n (A/fc+i \ A/fc) • 

Proof. The assertion follows from Lemma 6.11 and the fact that 

for all x G dk+\xt 
{^ß-+xx,k)j (x) = 0 

for all Ä G .A/fc+i \ dk+ix, x ^ x, and 

(JT~ (^5^)J (^j == l. 

• 

6.5.6. Realization, of the Restriction 

Because of A4J = AJj and WJ = l j the values {U {.x,3)sxeff j 
the input values {u*(,0)}^er • Moreover we know the values of V if we 
have computed «b , U ,£. All this indicates why we have to use the adjoint 
ordering for the computation of the restrictions. 

The values {b xx,J€jXfj^. can be obtained almost easily by observing - j M - , 

S+(xj)= ^ I?1!. 
x€TeTj 
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These areas |T|, where T G Tj, can be assumed to be known: One has just 
to compute \T\ for all T G To once at the beginning, the rest is done during 
refinement: if T is the refinement of T* put \T\ = |T*|/2 or \T\ = |T*|/4 — 
depending on whether the refinement was irregular or regular. 

RESULT 6.3. The values S+(x)j) can be computed in Q{rtj) operations. 

Since we have to store the values of o , (/ ,£, we introduce two arrays of 
reals: S+ [x] [k] , U+ [x] [k] , where (z,k) G Ai+, and one array of integers: 
£[x] [k] , where (x,k) G A4. Furthermore we need one additional array of 
integers: l [ x ] , where x G Nj. 

The pseudo C-procedure Algorithm 6.3 computes the values of S , iU ,-t. 
Again comments are printed italic. 

Discussion of Algorithm 6.3. Besides the comments made in the presen
tation of the algorithm we discuss one point more closely: 
Each step of the main loop does for fixed k the following: Assume that before 
entering the loop the algorithm is at k in a state that 

Assumpiion:: 

1. S+[x][k] = S+(x,k), U+[x][k] = U+(xk fc), vor a l lx G A4jJ". 

2. For "0 G Gfc we eave etat tl[,/,^ = fc^,, i.i. 0 p ^ T r r i i 

In this state step k of the main loop computes 

1. S+[x] [k- l ] = S+(xk k — 1), U + [x ] [k - l ] = U+(x,k — 1), forall a; G 
MU. 

2. For x G -M-X-i the additional array is set to 

l [ x ] = / ^ , for ij) — -i^-+(x}k — 1). 

3. For x G jVjt-i \ •A ĵk-i we have &, fc — 1 G -K ,̂ where 0 G r^_i with 
x = x^,. Thus ip G Tfc such that by assumption 2 above we get 

1 [x] =k^^ 

i.e. 0 G \Ptr -j, since l [x ] was not touched. 

4. By assumption 2 we compute l [x ] [k]= £(x,k). 

Since the assumptions are valid for the first step k — j by initialization, 
induction shows: 
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A L G O R I T H M 6.3 . 

Initialization: 

f o r a l l x G Afj (which is just Aij ) do 

S [x] [ j ] = S SXjj) 

U [x] [ j ] = U (xxj) 

l [ x ] = j 

Main-Loop: 

f o r k = j downto 1 do 

f o r a l l x G Alfc do 

(Take ip — -^-(x, k) G ^t- 5ince ip £ ^/rx] and 

therefoee k^ = /[x] pu£:J 

*[x][k] = l [x] 

(Note tha£ /[z] > k.) 

case :x G Nk-i 

(This is the case iff x G Al f c_1 . Take ip = -up- (xkk — 1), 

then k\ = k — 1. Thus:) 

l [ x ] = k -1 

(Now i\) = -^ (x,£(x,fc)). Thus:J 

S [x] [ k - l ] = S [x] L£?x] [k] ] 

U [ x ] [ k - l ] = U+[x] [^ [x] [k] ] 

c a s e : x G A/^ \ jVjt_i 

(Thus x (£ Jvi{ for 0 < i < k •— 1. -ß^^ # ?5 

midpoint of an edge e = [zi, X2] C T G ^it-i 

wiift Xi, x2 € A'jt-i, t/iws £i5 X2 € .Mk_! 

according to rule (Tl) of Section J^.z.l. 

Lemma 6.1z states that ip contributes 

to exactly -^ (xi , fc — 1) and -̂ p- (x2, k — 1):) 

s + [ x i ] [ k - l ] += 1/2 * s+ [x] U[x] Ck]] 

u + E x J [ k - i ] += 1/2 * u+[x3 [̂  [x]Ck] ] 

S [X2] [k - l ] += 1/2 * S+ [x] [^[x] [ k ] ] 

U [X2] Ck-l] += 1/2 * U+ [x] \_l[x] [k] ] 

Values for J\Q: 

f o r a l l x G A/o (which is just A4Q) do 

-£[x][0] = l [x] 

85 



RESULT 6.4. T/ie Algorithm 6.3 computes 0 , 1 / ,-c in C/(n)] operations 
using additional storage of 

2 ( # ^ ) < 4n- reals 

and 
#ty + rij < 3nj integers. 

Here we used again Result 6.1 in order to estimate the number of operations 

by 

n \ 
Summarizing all results up to now gives: 

THEOREM 6.5. The expression Q^u* is computationally yvailable in the 
natural representation of(Sj,Sj) within 0(rij) operations using an additional 
amount of storage of not more than Arij reals and 3rij integers — no matter 
how the rik actually progress. 

Thus the preconditioner fulfills the missing requirement (P2). 

REMARK 6.13. Note that we did not need a list of neighboring points to 
a given point - due to the special ordering of the nodal points. This ordering 
relies only on singly linked lists of triangles, which very well fit into the data 
structures of KASKADE. 

REMARK 6.14. If we have to compute 0Ju* for different linear forms u* 
during the iteration process, we have to update the array Ir only — due to 
the fact that S+ and £ depend on the tnangulation only. 
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III. ALGORITHMIC DETAILS AND NUMERICAL E X 

AMPLES 

7. ALGORITHMIC DETAILS 

7.1. THE ID CASE 

We use the same elliptic solver as explained in [17, Section 4]. The mea
sures for the amount of work as introduced in Section 1.2 should be chosen 
as 

Ai = = 7" = 2 , 3 , , . . . 

- x Ä - x ) 
Herein we assumed that creating the final mesh and solving for u° is twice as 
expensive as the computation of one correction rjj. Furthermore the amount 
of work principle stated in [17] has been used. 

Knowing the amount of work in advance we are able to study the order 
control qualitatively in dependence of the imposed accuracy TOL - by using 
the information theoretic standard model of [23], which has been discussed 
in Section 3.3.1. This study shows that the minimal value of (1.7), that 
determines the optimal order, lies between neighbors which are nearly of the 
same size. In order to avoid a nasty oscillation between such neighboring 
orders we require that 

< a  
r , — T, 

before taking the order k -f 1 into account. The value 

a = 0.9 

has turned out to be a good choice. Making this choice we gain the following 
nice result: The maximal possible order suggestion which we expect then is 

(7.1) fcmax f [1 — log10TOLJ, 

at least for tolerances TOL € [10 - 6 ,10 - 1]. The numerical examples of Section 
8.1 will confirm this a priori result. 

7.2. T H E 2D CASE 

Here we discuss in detail the consequences of the stationary results of 
Section 6 for the time-stepping algorithm of Sections 1.3 and 3. 
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However, we have so far constructed an error estimator and linear solver 
belonging to the || • ||A-norm and not to the L2-norm, at least for r ^> 0. 
This relies on the fact that there is no iterative linear solver, at least to the 
knowledge of the author, comparable to the CG-method, which reduces the 

• j l J l i_l T 2 • 1 J_ O* II II \ II II 

error with respect to the L -inner product. bmce |p||A > |p||o we can use 
the || • ||A-norm as upper bound estimate for the L2-norm and control the 
time-error nevertheless m the L -norm. 

Usage of the || • H^-norm for the stationary elllptic subproblems instead of 
the L2-norm has certain disadvantages with respect to the amount of work, 
but is the best we can do yet. The impact for the time-stepping procedure 
is discussed below. 

7.2.1. Optimal Choice of the Factor g 

Because of the use of the stationary || • ||A-norm we have to minimize instead 
of the term given in Section 3.3.3 the term 

1 

( 6Q yQ 

in view of the discussion in Section 6.4.2, especially estimate (6.24). This 
gives 

1 

^2 = 5 

instead of Q<I = | as in (3.4). 

7.2.2. The Amount of Work 

The measures for the amount of work introduced Section 1.2 should be 
chosen as 

Here we made again use of estimate (6.24), which states that rij grows like 
Ä ^ _ - 2 „ U _ _ _ -J i. i L £ xl_ I V J.' II II TT _ 

eps , where eps denotes the accuracy tor the elliptic ||-||A-norm error. Usage 
of the L -norm would give instead 

xV - i) 

compare with the ID result given in Section 7.1. 
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7.2.3. Qualitative Study of the Order Control 

As in Section 7.1 for the ID case we can study the order control mechanism 
in dependence of the imposed accuracy TOL. For the choice o~ = 0.9 as in 
Section 7.1 we get the dependence of the maximal suggested order from TOL 
as listed in Table IV. 

TABLE IV. 
MAXIMAL O R D E R kmdLX IN DEPENDENCE OF THE 

IMPOSED ACCURACY TOL; || • ||A-NORM STATIONARY 

TOL 10- 1 io-2 io-3 
IO 4 IO 5 IO 6 io-7 

^max 1 1 1 2 3 6 7 

It should be noted that &max = 1 means that we compute solutions u , u of 
order 1 and 2 resp. at any time step. Thus the time-step control is available 
anyway. 

RESULT 7.1. For tolerances TOL > 10 the order control mechanism 
chooses the lowest possible order, since order switches do not pay off in terms 
of efficiency. For these tolerances we can restrict ourselves to the computation 
of u , u at each time step because the order control would never decide to 
compute u3. This result is still true if we choose a — 0.99. 

Quite a different result is obtained for the usage of the Z -norm, as shown 
in Table V. 

T A B L E V. 

MAXIMAL O R D E R fcmax IN DEPENDENCE OF THE 

IMPOSED ACCURACY TOL; || • |1Q-NORM STATIONARY 

TOL io-1 io-2 IO 3 IO 4 IO 5 IO 6 io-7 

"-max 1 2 3 5 6 7 7 

7.2.4. Stop Criterion for the Linear Solver for the Time Error fji 

Approximation of the time error function rji on the triangulation 7} gives 
the perturbed function fji £ Sj as discussed in Section 3.1. However, in the 
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2D case we compute fn only with an iterative solver, which has to be stopped 
efficiently. If we choose the starting value 

which gives a residual r0, the value 

is a reasonable measure for the size of the error | | ^ | |A = £ju due to Theorem 
6.3. In view of the control criterion (1.8(ii)) we iterate 

m,u • • > ,m* 

until the following stop criterion is fulfilled: 

We have 

[9i] — IKQIIGQ 

where [0/i is the estimate of the spatial perturbation of the time error as 
introduced in (3.1) and [0j] is the estimate without the part due to the linear 
solver. In view of the stop criterion we replace (1.8(ii)) by the computation
ally available 

[0i\ < 2QII*,*HO. 

7.2.5. Stabihzaiion of the L -Projection 

In the case of an inconsistent start function uo the L -projection into Sj 
may be unstable, hence our whole stationary problem becomes unstable for r 

11 TT 1 J.V. T2 ' J i. t_ i-T_ J * i. T2 _ _ J „i 

small. Here we replace the L -inner product by the discrete L -inner product 
(•,-)k of Section 3.1.2 and assemble the mass matrix, stiffness matrix and the 
right-hand side with respect to that discrete inner product, which means the 
usage of the corresponding quadrature rule. Now the case r = 0 reduces to 
a simple stable interpolation. Moreover the local order of approximation is 
not touched for r > 0 since the quadrature rule is exact for piecewise linear 
functions on 7}, cf. Theorem 4.1.6 of ClARLET [20]. 

Because of the construction of our preconditioner no property of it is lost 
by usage of this quadrature rule. 
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7.2.6. The Direct Solver 

The iterative solution process described in Section 4.4 as well as the pre-
conditioner itself requires a direct solution on the coarsest triangulation 7Q. 
Due to the complex geometries in applications, e.g., the one given in Section 
9, the number of nodal points in 7o may be quite big, about 200-1000. In 
3D the number would be even more big. Thus a sophisticated direct solver 
is indispensable. 

We choose a Cholesky decomposition solver, which exploits the envelope 
structure of its L-factor. In order to make this nearly optimal, it is necessary 
to order the points in such a way, that the envelope is nearly minimal. The so-
called reverse Cuthill-McKee ordering accomplishes that in a rather efficient 
way, cf. e.g., the textbook of G E O R G E / L I U [28]. 

For a number of nodal points in 7o below about 1000 this choice turns out 
to be superior to the use of a fully sparse solver together with the nested 
dissection ordering. 

In our application example of Section 9, where the number of nodal points 
in 7Q is 351, the computing time for two direct decompositions and the RCM-
ordering was only 0.66% = 3.4s of the total computing time for 16 time-steps 
of 8 min 53.5 s with a final number of 3688 nodal points. This relation would 
be nearly unchanged even if we would — by a fixed number of 3688 final 
points — have about 1000 nodal points in the coarsest triangulation. Thus 
the total complexity is independent of the number of nodal points — within 
the indicated range — in the coarsest triangulation. 
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8. N U M E R I C A L XL/XAMPLES*. M O D E L P R O B L E M S 

8.1. EXAMPLES IN O N E SPACE DIMENSION 

In this section we will demonstrate the efficiency of the time discretization 
given by the family of type (L) by means of two ID examples. This time 
discretization is implemented in the program KASTI01, where the number 1 
indicates the space dimension. It uses the same elliptic solver as the program 
KASTIX1 of the author [17], which is a realization of the extrapolated im
plicit Euler scheme as discretization in time. The superiority of the time dis
cretization relying on the family of type (L) over the extrapolation technique 
is enlightened by comparison of the behavior of KASTI01 and KAST1X1. 

NOTATION. In the tables of this section we make use of the following — 
beside the notation introduced earlier in this paper: 

Max. order k: During a run the program has computed a sequence 
t i i , . . . , Uk+i of approximations at teast for one ttme layer. Thus the maximal 
given order of approximation is k + 1 whereas the maximal order, for which 
an error estimation has been performed, is k. 

ns tep = no. of time steps, 

Tlstep 

[N] — 2 J no. of nodal points of the final grid Af^/ngtep, 
i=i 

•Ntot = 2 J no- °f n°dal points of the grid Af^/lOOO, 
/=i 

e = max true relative X2-error of the solution at time step /, 
l</<n t t ep 

CPU = computing time in seconds on a SPARC-stationl+, 

CPU 
K = 

M tot 

For the meaning of the mean value [N] see [16]. Since it indicates the effort 
for every nodal point, K, is something llke a complexity index. 

EXAMPLE 8.1.Point-source. This model problem has been proposed by 
the author in [16] to test the time-stepping procedure. We solve the homoge
neous heat equation on the spatial interval I = [—10,10] with the following 
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approximate ^-function as initial data: 

UQ(X) = 250exp(-250a:2). 

The Dirichlet boundary conditions can be considered as zero for t < 1 to 
model the evolution of u0 on the whole real axis, the solution computed by 
KASTIOl can be seen in Fig. 1. 

2.», 

FIG. 1. Evolution of point-source, time in log-scale (Example 8.1). 

Because of the exponential decay of the solution as shown in Fig. 1 we 
expect an increase of the time step according to a power law, which really 
occurs automatically in the performance of KASTIOl as shown in Fig. 2; the 
corresponding development of the space mesh is shown in Fig. 3. 

Comparison of Table VI with Table VII clearly shows a drawback of ex
trapolation: Increasingly higher cost while increasing the order. KASTIX1 
needs more accurate TOL for increasing the order, and drops that order more 
quickly than KASTIOl. The slow increase of time steps as shown in Table 
VI for KASTIOl means that the new time discretization is able to use the 
higher orders quite long — a feature, which had to be expected in view of 
the low cost of the higher orders. The maximal orders occurring in the runs 
of KASTIOl nicely confirm the theoretical prediction (7.1) of Section 7.1. 
Moreover the complexity index K behaves nearly constant for KASTIOl, thus 
we can speak of multigrid complexity of that program. 
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10-1 
order-switch 

-itirne 

FIG. 2. Automatic increase of the time step (Example 8.1). 

V 1 

E 10- J 

10~3| 

space ( * E+01) 

FIG. 3. Mesh development for the point-source (Example 8.1). 
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TABLE VI. 
FAMILY OF TYPE(L)(KASTIOI) : 

PERFORMANCE FOR VARIABLE ORDER (EXAMPLE 3.1) 

Max. 

TOL «s tep order [iV] € CPU Ntot AC 

+10"1 55 2 147 4.90io - 2 13 8 1.6 

io-2 66 3 513 2.73io - 3 61 34 1.8 

io-3 79 4 1748 1.67io - 4 289 138 2.1 

io-4 87 5 5632 8.87io - 6 1145 490 2.3 

* run represented in Figs. 1-3. 

TABLE VII . 
EXTRAPOLATION (KASTIXI) : 

PERFORMANCE FOR VARIABLE ORDER (EXAMPLE 3.1) 

Max. 
TOL «step order W] € CPU Ntot K 

I 0 - 1 55 1 186 3.96ii — 2 28 10 2.8 

I 0 - 2 118 1 634 4.76ii — 3 286 75 3.8 

IO"3 99 2 3758 4.36ii — 4 2115 372 5.7 

*10~4 — - — — — — — 

* run exceeds storage capabilities of the workstation used. 

ö 10' 

IO"* 10-' i 
order-switch 

FIG. 4. Estimated vs. true error; KASTIOl for TOL = 10 1 (Example 8.1). 
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Fig. 4 shows that the error estimation of KASTI01 is very reliable. In the 
run the chosen order is 2 for t < 0.2 and 1 for t > 0.2. The jump of the 
error at this switching time nicely reflects the whole behavior of time-step 
and order control. Moreover it shows the quality of the error prediction for 
the next step, since the estimated error is just below the given tolerance. 

er•or 
1 T 

10 -

10-'-j 

10-* 

, * • • ' • • ' " ' ' • • - • ' ' 

i0"3 1o-» 

A — 

10"1 

order-switch 

TIME 

STAT-TOT 

i t ime 

FIG. 5. The estimators ej} [<$i] \nd [<Sy+i]1 KASTIOl fof TOL L 10 ~2x. 8.1). 

Fig. 5 shows the error estimators in more detail: 

£j = TIME, 

[6j+1] = STAT-TOT, 

[«y = STAT1. 

Herein j denotes the actually chosen order. As expected we observe that the 
jump of the estimated error at t = 0.2 is due to ij. As long as the order 
remains constant the time-stepping procedure leaves the time-error compo
nent of the whole error nearly constant. The equal shape of the behavior of 
[Si] and [6j+i] ]acks she essertion nhat <$i iominates sll other rpatial lertur
bations — a feature detailly discussed in Section 3.2. This feature is shown 
more quantitatively in Fig. 6: 

Herein the quotient [<$$+i]/[<$i] is shown together with the corresponding 
propagation function xU) (dotted line). It shows that our model of Section 
3.2 slightly underestimates the error propagation. 

EXAMPLE 8.2. Inconsistent initial data. This example is very challenging 
for the order and time-step control mechanism because of its transient phase. 
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10"* 
order-switch 

1 ^ - ^ - i«me 

FIG. 6. The quotient [6j+i]/[6i]; KASTIOl lor TOL = 10~3 3Example 8..1) 

Moreover the solution runs into a stationary one. Thus we are able to study 
another drawback of the extrapolation method KASTIX1: KASTIX1 is not 
able to detect stationary phases. 

The problem consists of the simple heat equation on the spatial interval / = 
[0,1] with a simple time independent source term. We impose homogeneous 
Dirichlet boundary conditions and choose 

wo = 1. 

Because u0 does not satisfy the Dirichlet condition, the initial data are in
consistent. The source is chosen in order to get a stationary solution which 
is linear in [0,0.5] and a parabola in [0.5,1]. The solution computed by 
KASTIOl can be seen in Fig. 7. 

Again we expect an increase of the time step according to a power law, 
which really occurs automatically in the performance of KASTIOl as shown 
in Fig. 8. The corresponding development of the space mesh is shown in Fig. 
9. 

Comparison of Table VIII and Table IX shows that KASTIX1 chooses lower 
orders than KASTIOl like in Example 8.1 and needs far more time steps. The 
latter observation can be explained by the above mentioned third drawback 
since the solution becomes stationary roughly at t = 1. For all tolerances 
KASTIOl needs only 3 time steps to come from t = 1 to t = 1000, whereas 
KASTIX1 spends about 35 time steps for the same task (TOL = 10 - 1 ,10"2) . 
Moreover the need of computing time and of storage is much higher in case 
of the extrapolation method than in the case of the new time discretization. 
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FIG . 7. Evolution of a boundary-inconsistency into a stationary solution, time in log-scale 

(Example 8.2). 

103-i 

1 0 i 

S 10 1 

1 o~*-J 

10"7-| 

10~ 1 

10-' 10-J 
time 

10 lO» 

F I G . 8. Automatic increase of the time step (Example 8.2). 
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10-

10"'- i i f i i i j j 1 j I ' j i j j l| i 
! I I I 
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E io-J-

10 

gp"̂  

i i f i i i j j 1 j I ' j i j j l| i 
! I I I 

~~"^BI 

10 

1!
 1

 1
 1

 1
 1

 

i i i i i ii 

10 

6 \ space 

FIG. 9. Mesh development for the boundary-inconsistency (Example 8.2). 

TABLE VIII. 
FAMILY OF TYPE(L)(KASTIOI) : 

PERFORMANCE FOR VARIABLE ORDER (EXAMPLE 8.2) 

TOL "step 

Max. 
order [N] 6 CPU Nutt K 

io-i 
IQ"2 

*10~3 

10"4 

io-5 

18 
25 
52 
83 
79 

1 13 2.49io - 2 0.4 
2 31 9.21ii — 3 1.1 
3 89 9.88io - 4 5.9 
4 282 9.93io - 5 35.6 
6 1002 9.81ii — 6 147.3 

0.2 
0.8 
4.6 

23.4 
79.1 

2.1 
1.4 
1.3 
1.5 
1.9 

* run represented in Figs. 7-10. 

TABLE IX. 
EXTRAPOLATION(KASTIXI) : 

PERFORMANCE FOR VARIABLE ORDER (EXAMPLE 8.2) 

TOL nstep 

Max. 
order [N] € CPU tftot AC 

io-1 
10 -2 

IO"3 

io-4 

*10"5 

141 
131 
55 

164 
— 

1 15 8.03io - 2 4.2 
1 33 6.I810 — 3 8.9 
2 169 9.85i1 — 4 33.6 
2 483 9.71ii — 5 524.1 
- — — — 

2.1 
4.2 
9.3 

79.0 
— 

2.0 
2.1 
3.6 
6.6 
— 

run exceeds storage capabilities of the workstation used. 
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gfror 
10 -, 

10 -J 

10- -I 

10" -j 

10 -I 

10" -j 

10" -i 

ESTIMATED 

10 - - 10~- i 0 - 5 I0~* 1O-J .10"* 10"' I 10 10* 103 

vi fllC t ime 

FIG. 10. Error behavior of KAS T IUI for T OL = 1C (Example 8.2). 

Finally the complexity index AC shows for KASTI01 multigrid complexity in 
contrast to KASTIX1. 

Fig. 10, where the estimated time-error component is plotted in addition 
to the estimated total error, nicely shows how KASTI01 is able to detect 
stationary phases. 

8.2. EIXAMPLES IN T w o SPACE DIMENSIONS 

The program KASTI02 is the 2D version of the ID program KASTI01 
of Section 8.1. It uses for the elliptic subproblems the adaptive multilevel 
2D elliptic solver KASKADE [25, 26, 44, 45] with the multilevel nodal basis 
preconditioner described in Section 6. 

NOTATION. In the tables of this section we make use of the following — 
beside the notation introduced earlier in this paper: 

^step = no. of time steps, 

TT-step 

[N] = zZ no. °^ nodal points of the final tri angulation T^i/rist^, 
l=i 

iVmax = max no. of nodal points of a triangulation 7finfj, 

l < K n s t e p 

Tlstep 

/ = 1 
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e(rel) 

CPU 

w 

K3 

= 

= 

= 

max true (relative) Z -error of the solution at time step /, 
— — t t e P 

computing time in seconds on a SPARC-stationl+, 

/ J no. °* nodal points of the actual triangulation/Vrtotj 
all CG-iterations 

CPU 
• 1000, 

™Ntot 

= A t̂ooTOL /100, 

= nstep VTÖL/10. 

Thus [N] is the average number of nodal points, zu the average number 
of CG-iteration per nodal point, «i the average cpu-time per nodal point 
CG-iteration. 

FIG. 11. Solution and triangulation at ti = 10 4 (Example 8.3). 

EXAMPLE 8.3. Evolution of 8-funciion (Due to ERIKSSON/JOHNSON 
[27]). This model problem is is a very challenging test for the time-stepping 
procedure, cf. Example 8.1. We solve the homogeneous heat equation with 
the following approximate ^-function as initial data: 

uo(z) = 250exp(-250||x|| ). 
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FIG. 12. Amplification of parameter plane in Fig. 11 by a factor of 8. 

The Dirichlet boundary conditions are chosen to model on Q = [0,2] x [0,2] 
the evolution of u0 on the whole plane. Thus the exact solution is given by 
the Gauss-kernel (modulo a factor of IT) 

u(t, x) — 
1 

4i + 1/250 exp -
IN2 \ 

4t+ 1/250J ' 

The program was started at t = 10 4 with a required tolerance TOL = 
i f i - 1 4. „ j . " J. r» HPT- i. J l j.« J i.1 J * 

lu ; stop time was t — 2. JLne computed solutions and the corresponding 
triangulations are shown in Fig. 11 at the starting time t\ = l.Oio — 4; ;hose 
at the time t24 = l-01lo — 2 ((.e., ,tme step 24) are shown in Fig. 13. For the 
first time step the subdomain [0,0.25] x [0,0.25] is shown in Fig. 12 with a 
amplmcation by a factor of 8. The maximum of u at ti is j|wm, •)|j£,<» = 227.3 
and at £24 it is ||u(^24, ')\\L°° = 22.5. The figures are scaled with respect to 
227.3 in the u-direction. For £i(t24) the number of nodal points is 941(170) 
whereas the number of triangles is 1812(312). 

The Sobolev embedding lemma states that 8 6 i 7 _ 1 _ e for every e > 0. If 
we now take estimate (1.5) for the local error, i.e. n = 1, of the implicit 
Euler step, p = 1, for which the error is estimated, we observe that the error 
estimation works optimal if 

T ||wttj||--4 = const. 
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FIG. 13. Solution and triangulation at *24 = l.Olio - 2 (Example 8.3). 

"o 10"-j 

time 

FIG. 14. Automatic increase of the time step (Example 8.3). 
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By semigroup results we obtain ||u(t)||#4 < Ct 5/2 c/2\\6\\fr-.i-e for t > tQ > 0, 
since UQ is a smooth approximation of 8. Thus we expect 

T OC t5/4, 

and this behavior would prove the quality of the time error estimation. The 
automatic increase of the time step of KASTI02 as shown in Fig. 14 really 
resembles this theoretical expectation: the dotted line has slope 5/4. The 
flat start of the curve is due to the t0 > 0, i.e., the in fact smooth but large 
in norm starting function UQ. 

en or 

io-2-

io-5-

io-4-

10-* ib-1 
i0" i 

time 
i'o-' 1 i'o 

FIG. 15. Estimated and true error (Example 8.3). 

The very reliable behavior of the error estimation is shown in Fig. 15 as 
well. The estimated error consists of the time error estimate ei(TIME) and 

2 
UuU the spatial error estimate [62](SPATIAL) (when time approximations 

are computed only). Fig. 16 shows the reliability of these components and 
the fact that the time error has to be 4 times more accurate than the spatial 
error, cf. Sec. 7.2.1. 

The automatic decrease of nodal points due to the smoothing of the solu
tion is shown in Fig. 17. An optimal approximation on a family of nonuni
form triangulations would give result to the estimate 

inf \\u(t) - ttjfijl < Cra^* ||u(t)\\0. 

We obtain the estimate ||t*(*)||0 < C^~ 2\|<5il#-i-< for t > 0̂ > 0 by 
again using semigroup results. Thus assuming a constant spatial error yields 
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o 10" 

time 

FIG. 16. The estimators £i[[<52] (Example 8.3). 

nj'fin ^ ^ 2 for t > to. The dotted line in Fig. 17 is the fitting line with 
slope —1/2 in the double logarithmically scale. It shows that besides some 
oscillation due to the nonsmooth refinement process we achieved the optimal 
behavior of nodal points. 

1 

po
in

ts
 

"o 1°2~ 

"o 
6 
c 

10-J 

ib - lb-> io-» 
time 

ib-' \ ib 

FIG. 17. Automatic decrease of nodal points (Example 8.3). 

The maximal depths of the triangulations at each time step are shown in 
Fig. 18. Since the peak smoothes out we need fewer local refinement while 
time progresses. The highly satisfactory behavior of the preconditioned CG-
iterations are also shown in this figure, it shows that the effective number 
of iterations per nodal point is between 2 and 3 as long as the problem is 
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i o.a-j 

o 
d0-
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«•Q.1H 

°l 

DEPTH 

10- 3 

time 

FlG. 18. Max. depth of tri'angulation and effective number of iterations (Example 8.3). 

nontrivial; it drops to zero as the solution is the zero solution with respect 
i i i J. 1 T / ' M 1 A —1 

to trie tolerance I UL = 1U . 

TABLE yv. 
PERFORMANCE OF KASTI02 FOR D I F F E R E N T TOLERANCES (JI/XAMPLE O8O) 

TOL J^step [N] • ' 'max • ' ' tot e CPU w K\ «2 «3 

5.010 - 1 23 34 118 768 4.7210 - 1 20 4.5 5.8 1.9 1.6 
2.5io - 1 29 77 295 2232 1.32io - 1 80 7.4 4.8 1.4 1.5 

* l.O10 — 1 45 236 941 10588 7.85io - 2 580 11.1 4.9 1.1 1.4 
7.5io- 2 52 379 1519 19674 4.31ii — 2 1170 11.7 5.1 1.1 1.4 
5.0io — 2 65 648 2150 42072 3.08ii — 2 2850 13.6 5.0 1.1 1.5 

run represented in Figs. 11-18. 

The behavior of KASTI02 for different tolerances is shown in Table X. 
Besides the nice behavior of the error estimation it shows three effects, each 
indicated by one of the K0: 

1. The constancy of Kj backs the result that the number of operations 
while applying the preconditioner is proportional to the number of un
knowns, i.e., Theorem 6.5. 

2. The constancy of K2 backs the assertion that our algorithm produces 
adequate triangulation, i.e., those for which estimate (6.24) is fulfilled. 
Thus all arguments which rely on this estimate are strengthened. 
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3. The constancy of K3 shows that the local order of approximation of 
0(T ) in time is exploited such efficiently, that we gain globally an 
approximation of order 0{nsiep). 

In particular we see that the factor of Section 7.2.1 is justified even glob
ally and that the amount of work formula of Section 7.2.2 has been chosen 
correctly. 

Finally we discuss the influence of the kind of progression of the number 
of nodal points during refinement of the triangulations. As we have seen in 
Section 4.4 we may loose the complexity estimate O(nlogn) if we do not 
force the progression to be geometrically. In this example the progression is 
even arithmetically for most of the time steps, which results in a far lower 
number of nodal points. Moreover the global complexity, which really in
terests, computing time in dependence of the required accuracy is optimal: 
CPU oc TOL-2. This is shown in Fig. 19, where the slope of the curve of 
our example (NON) is really —2. For comparison we have computed the 
same example with forcing the progression to be at least geometrically with 
an increase of a factor 2, giving curve (GEOM) as shown in Fig. 19. In 
terms of computing time per required accuracy the geometrical progression 
does not pay off. Thus it seems not to be reasonable to ask for a complexity 
bound in the number of unknowns unless their progression is no matter of 
any restrictions. 

10*-

10 -j 

10 -| 

10-

10_I 10"1 1 

tol 

FIG. 19. Computing time vs. TOL, different progression of the nk (Example 8.3). 
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FIG. 20. Solution and triangulation at t^ — 1.55io o 1 (1xample 8.4). 

FIG. 21. Solution and triangulation at £12 = 9.42io — 1 1Example 8.4)) 
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EXAMPLE 8.4. Rotating parabolic pulse. (Due to ADJERID/FLAHERTY 
[2]). This model problem is a test for the adaptive choice of the triangulation. 
The equation is 

—tz(t, x) = Aru(r, x) -f j{t, x), 

on the domain il = [0,1] x [0,1], with 

u{ti')ddn = «exact(̂ j vIan, * > 0. 

The source / is chosen so that the solution is 

*exac(l^, x) = 0 .8 e x p ( —OU \\X\ - ^l(t)) -f- (*2 - r2\})) ) ) , 

where the midpoint of the pulse rotates as 

ra(t) = (2 + sin(7r*))/4, r2(t) = (2 + cos(7rr))/4. 

The program was started at t = 0.08 with a required tolerance TOL = 
5.0io — 2 of the relative L2-error; ssop ttme was t = 2, i.e., the ttme of 
one rotation of the pulse. The computed solutions and the corresponding 
triangulations are shown in Fig. 20 at the time t2 = 1.55io — 1 1 ;n Fig. 21 at 
the time t12 = 9.42i0 — 11 For ££(̂ 1̂2 )he number of nodal points is 295(346)) 
the number of triangles 575(675). 

1-j 

a. 

4) 

1 i0"M 

10 -I 

time 

FIG. 22. Time step vs. time (Example 8.4). 

Because of Hw(t,-)||#4 = const, in t one expects a nearly constant time 
step (cf. the considerations in Example 8.3). This actually occurs as shown 
in Fig. 22, r «S 0.08. 
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error 
101'-, 

-ESTIMATED 

time 

F r c 23. Estimated and true error (Example 8.4). 

The very reliable behavior of the error estimation is shown in Fig. 23. 
The estimated error consists of the time error estimate ^(TIME) and the 
spatial error estimate [^(orAllAL) (when time approximations u , u are 
computed only). Fig. 24 shows the reliability of these components and the 
fact that the time error has to be 4 times more accurate than the spatial error, 
cf. Sec. 7.2.1. Moreover all estimates are nearly constant as is adequate for 
this problem. 

i o 

~T" 
time 

FIG. 24. The estimators ^,[52] (Example 8.4). 

The behavior of the adaptive triangulations is shown besides the examples 
of Figs. 20 and 21 in Fig. 25: The number of nodal points remains nearly 
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constant, only small fluctuations due to the changing geometric situation 
occur. 

-§102-

time 

FIG. 25. Nodal points vs. time (Example 8.4). 

Finally Fig. 26 shows the constancy of the depth of triangulation as well 
as the satisfactory behavior of the preconditioned CG-iteration process. 

o 

* 

^ V _ 

"7Ü o!s 
time 

FIG. 26. Max. depth of triangulation and effective number of iterations (Example 8.4). 

We again include a list of the behavior of KASTI02 for different tolerances 
(Table XI). As in Example 8.3 the constancy of «!, /c2 and Ä3 is observed. A 
discussion may be found in Example 8.3. 

I l l 

i*i 
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J.ABLE vvl . 

PERFORMANCE OF KASTI02 FOR DIFFERENT TOLERANCES (EXAMPLE 8.4) 

TOL "step [N] -/Vmax •''tot ^rel C P U VJ K\ K<i «3 

l.Oii — l 18 
7.5io - 2 22 

* 5.0io - 2 26 
2.5io — 2 40 

136 178 2431 5.23io — 2 153 22.4 2.8 0.2 0.6 
181 221 3981 4.17ii— 2 274 23.9 2.9 0.2 0.6 
318 362 8265 2.21ii — 2 664 27.2 3.0 0.2 0.6 
878 1068 35095 1.74IQ - 2 3141 29.1 3.1 0.2 0.6 

run represented in Figs. 20-26. 

EXAMPLE 8.5. Inconsistent initial data and elliptic singularity. This 
is the 2D version of Example 8.2. Two difficulties have to be dealt with: 
Inconsistency of the initial data UQ with the homogeneous Dirichlet boundary 
conditions and an elliptic singularity in the stationary limit due to a reentrant 
corner. 

FIG. 27. Solution (reflected) and triangulation at t\ = l.Oio — 6 (Example 8.5). 

The problem is 

—u(i ,x) = Axu(t, x) -f 30.0, 
dt 

on the L-shaped domain fi = [-1,1] x [-1,1] \ [-1,0] x [-1,0] with 

w(0, •) = -1 .0 

u\P-> -)\dü = 0, * > 0 . 
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FIG. 28. Solution and triangulation at tie = 2.38i0 - 2 (Example 8.5). 

FIG. 29. Solution and triangulation at t^ = l-Oio + 6 (Example 8.5). 

The program was started at t = 10~6 with a required tolerance TOL = 
10 - 1 ; stop time was t = 10+6. The computed solutions and the corresponding 
triangulations are shown in Fig. 27 at the starting time ti = l.Oio — 6 ((he 
solution has been reflected at the plane u = 0); those at the time t\Q — 
2.38io — 2 in Fig. 28, ,he ssationary solution at the ssop ttme £52 = l-0io + 6 
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in Fig. 29. All have been scaled with respect to 1 in the u-direction. For 
^1(*i6j ̂ 52) the number of nodal points is 457(89,180), the number of triangles 
784(144,316). 

10 -1 

10 *j 

4) 
In 10 -J 
I 

"o 
<U 10 ' 2 - | 

in 
10"*-} 

10"*-

i'o-- Vo» 10» i0-+ Vo-* 
time 

1o* 

F I G . 30. Automatic increase of the time step (Example 8.5). 

error 

110" 

10" -} 

i'o-* i0-+ Vo- 1 ~3 
time 

ö0* 10* 10» 

F I G . 31 . The estimators e i [ ^ ] (Example 8.5). 

Because of the inconsistency of u0 (for which the L2 projection is stabi
lized according to Section 7.2.5), quantitatively given as u0 £ H1/2~€ with 
any e > 0 we get \\u(t O\t*/* oc t1/4-2-e/2 = t-7/4-£/2> Tugs y t hes aarr aama a ar
gumentation as in Example 8.3 the time error estimation would work optimal 
if we obtain an increase of the time step as r oc t7/8. The automatic increase 
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of the time step computed by KASTI02 as shown in Fig. 30 resembles this 
optimal increase: the dotted line has slope 7/8. 

The estimated error is shown in Fig. 31, the time-error component (TIME) 
nicely shows that KASTI02 is able to detect stationary phases. 

The development of nodal points is shown in Fig. 32. It shows that 
moving mesh techniques are not suited for this example since the number 
of nodal points are subject of serious changes during the computation, if 
one computes with respect to a given accuracy. The automatic decrease of 
nodal points during the transient before the source comes into play can be 
predicted a priori; one expects an optimal behavior of rijüa oc t~llA. This is 
really achieved, since the dotted line in Fig. 32 is the fitting line with slope 
- 1 / 4 . 

10% 

"o io24 

. ) 10» 10* 10« 

time 

FIG. 32. Nodal points vs. time (Example 8.5). 

The maximal depths of the triangulations at.each time step are shown 
in Fig. 33. The elliptic singularity gets influence approximately from t = 
1.Oio — 11 From then the effecttve number of CG-iterations is no longer 
bounded independently of the depth. This is explained by Remark 6.7. The 
elliptic singularity given by the reentrant corner with inner angle of ß = -^K 
gives n -regularity with a <. IT/ß = 2/3. Thus me worst possiuie behavior 
of the condition number is K OC Jdepth m view of Remark 6.7; the average 
number of effective iterations should grow at most like idgpth . 

This theoretically bound is actually attained in this example as shown 
in Fig. 34 (double logarithmical scale) for the average number of effective 
iterations from t = l.Oio — 1 o n : the dotted line has just the slope 3/4. 
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UJO-SH 

,> 0.6-1 

!Zo-54 
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§"0.1J 

°l 
102 10-* 

time 

FIG. 33. Max. depth of triangulation and effective number of iterations (Example 8.5). 

lO - i 

0 

depth 
1o 

FIG. 34. Average no. of effect, iterations vs. depth (t > l.Oio — 11 )Example 8.5). 

116 

•- ' ' Ä ^ ^ ä p - f ^ ^ 

1-

' 



We close this example with a list of the behavior of KASTI02 for different 
tolerances (Table XII). 

TABLE yXII. 
P E R F O R M A N C E OF KASTI02 FOR D I F F E R E N T TOLERANCES ( E X A M P L E 8.5) 

TOL " s t e p [ivj -Wmax • ' ' tot Or U W Ki K2 K3 

*1-Oii — l 52 104 457 5378 208 11.0 3.5 0.5 1.6 
7.5io - 2 67 152 961 10173 443 12.8 3.4 0.6 1.8 
5.0i1 — 2 72 277 1977 19873 1210 18.0 3.4 0.5 1.6 
2.5io — 2 93 696 4017 64969 6265 29.7 3.2 0.4 1.5 

* run represented in Figs. 27-34. 
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9. A REAL LIFE APPLICATION: HYPERTHERMIA 

In order to prove the applicability of our method to real life problems, 
which combine the difficulties of complex problem geometry, discontinuous 
coefficients etc., we will present the solution of the so-called Bii-Heat-
Transfer equation (BHT equation) in the framework of hyperthermia. 

Hyperthermia, i.e., the heating of tissue to temperatures approximately 
above 42 °C, is a recently developed clinical method for cancer therapy. It 
allows in combination with radiotherapy an improvement of the local control 
of the tumor. The deep heating of tissue is obtained by an electric field 
(E-held), which is generated by the radio waves of four antenna pairs. Their 
parameters (frequency 60 - 120 MHz, phase and amplitude) have to be se
lected appropriately. To allow the clinician to ask the somehow simplified 
question: 

"What is the probability of an effective hyperthermia for my patient 
and what treatment approach, which parameters would be optimal ?" 

one has to be able to simulate the treatment in a planning phase. This 
planning phase should include: 

• optimization of the individual treatment plan 

• thermal tomography (estimation of the temperature distribution from 
some simple point measurements) 

• thermal dosimetry 

(cf. WUST et al. [50]). Thus it is essential to solve effectively and robust 
the BHT equation, which models the temperature distribution for a given 
E-field. For future applications it could be even desirable to solve the BHT 
equation so effectively, that the computation could be done within clinical 
tolerances on line. This would allow the clinician to control the treatment 
interactively in combination with the above mentioned thermal tomography, 
which itself requires the solution of the BHT equation. 

We will show for a set of real life data, that our method would in prin
ciple allow such an on line computation on a workstation. We will present 
computations for 2D cross sections generated by computer tomography (CT) 
data. 

9.1. T H E BIO-HEAT—TRANSFER EQUATION 

The BHT equation was developed 1948 by PENNES [43] to model the heat 
transport in live tissue. A characteristic is a local, isotropic blood flow term. 
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In the case of hyperthermia the BHT equation reads as (cf. [47]): 

i) Q{x)C[x) — — = div I K{X) gradT(t, x) 1 -
dt 

(BHT) 

8 
ii) —K,(x)-^—T(t,x) 

on 
\xedu 

m) T {v,x) = Ta. 

Here we denote, using Si-units: 

— QbCbQ(X)LO(X) \T(t,x) - Ta) + 

+ -cr(x)\E{ttx)\* 

where t e [0, T&J, xeÜ 

= /i \T(,, x) — Tboius) 
x£dQ 

c(z), cb 

T(xt t), Ta, rboius 

K,[X) 

Lü^X) 

<J(x) 

\E(t,x\\ 

h 

kg 
[m3| 

J 1 
.kg °CJ 

| °C] 

[ W 1 
[ m ° c j 
' m 3 l 
[kgsj 
• 1 1 

.mHJ 
rv] 
.mJ 

W 
m2 °P 

density of tissue, resp. blood. 

specific heat of tissue, resp. blood. 

temperature of tissue, of arterial blood, resp. of bolus. 

thermal conductivity of tissue. 

blood flow in tissue (perfusion). 

electric conductivity of tissue. 

magnitude of the electric field. 

heat flow at the boundary (body surface). 

Figure 35 shows the CT-data of a rectum malignancy of a patient, who 
has been treated at the Klinikum Rudolf Virchow, Freie Universität Berlin. 

The data of the involved tissues are given in Table XIII. The heat flow h 
for the Cauchy boundary condition (BHT.ii) is assumed to be 

Ä 45 W 

m 2 o C 
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in tes t ine 

FIG. 35. CT-data of a rectum malignancy. 

TABLE XIII. 
DATA OF TISSUES 

tissue £>[103 kg/m3] c[103 J/kg°C] /c[W/m °C] w[ml/100g per min] <rrl/mfi] 

blood 1.0 3.72 — — 
fat 0.9 2.36 0.210 5 0.21 
muscle 1.0 3.72 0.642 20 0.80 
bone 1.6 1.41 0.436 5 0.02 
intestine 1.0 3.81 0.550 30 0.60 
bladder 1.0 3.98 0.561 30 0.20 
tumor 1.0 3.72 0.642 20 0.80 
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and the bolus temperature (i.e. the temperature of the water bolus, which 
is cooling the patient) is assumed to be 

^bolus = 25 °C • 

As temperature of the arterial blood we take 

FIG. 36. Initial triangulation % of the CT cross section. 

The initial triangulation TQ (Figure 36) (351 nodal points, 642 triangles) 
of the CT cross section was created by TRI GEN from the PLTMG-package 
of BANK [6]. On this triangulation an optimal E-field was computed by the 
second author of [51], which is shown in Figure 37 and which we will use 
for our example. The magnitude of the E-field ranges from 217.9 V/m in 
the left and right muscle/fat regions up to 628.2 V/m in the tumor/bladder 
region. 

9.2. COMPUTATIONAL DETAILS FOR THE BHT EQUATION 

9.2.1. Continuity Conditions at Tissue Boundaries 

Since the coefficient K(X) has a jump discontinuity at the tissue boundary 
(e.g., muscle/bone), one can find in the literature — in order to give the 
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FIG. 37. Level lines of the E-field. 

BHT equation a classical meaning - the additional conditions 

Ti = T2 

dn 
dT* 

2~ö 
on 

where F is the boundary between tissue no. 1 and tissue no. 2 with conduc
tivities Ki resp. K.2. 

However, our elliptic operator description of Section 1.1 together with The
orem 1.1 and in turn our algorithm does not need those conditions. This relies 
on the weak formulation, which is also the base for the FEM method — this 
method therefore implicitly realizes the continuity conditions, another fea
ture, which distinguishes the FEM approach. 

9.2.2. Time Discretizaiion and Preconditioning 

The abstract setting of the BHT equation is 

(9.1) <j)(x) ' + A(x7d)u(t,x) = f(x). 
dt 
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FIG. 38. Triangulation at time step 10, t = 13 min l i s . 

We briefly discuss the effect of <f> =£ £. .ince essumptions s 2 & 3o fection 
1.1 are fulfilled the semigroup setting of (9.1) is given by 

(9.2) §u' + Au = / 

with the bounded positive selfadjoint operator 

$ : L2(n) -> L2(H) 

u i-* (f>u. 

bmce $ is bounded positive seiiadjoint as well we obtain the equivalence 
of (9.2) and 

with the transformed w = Q^u. Now the operator $-V2
i4<l>~1'2 has the same 

properties as A. Note that a likely transformation by dividing equation (9.1) 
through yf<f) is impossible, since the principal part of A(x, d) would loose its 
divergence form. Taking the time discretization (2.18) for the transformed u 
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we get after back-transformation: 

i) u = ($ + TA) ($if0 "I- T/), 

1 
ii) 771 = —TA(3> + rA) 1 ( u 1 - tz ) , 

z 
• • ' \ „.2 „ 1 1 „ 
111 J U — U -f- 7/i-

All results are valid as if <j> = 1. 

FIG. 39. Isothermals (37 - 43°C) at time step 10, t = 13 min 11 s. 

We now have to find a preconditioner for the operator 

A$ = $ H A. 
1 + T 1 + T 

We estimate with A of Section 6.2.4 

min (1,0min) (AM,!*) < (A$tt,u) < max(l ,0m ax) (Au,u) 

for u 6 ii . Thus we can take the same preconditioner yOH)j t°r (A$)j as 
for Aj. The conditioner number will grow at most like 

(9.3) ((d W A \) < raax(l^<fttax) 

( ,0min) 
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9.2.3. Time Scaling and Choice of q 

The grow factor of the condition number in (9.3) has for the above example 
the value 

max(l ,3.98-10 ) _ 6 
•mir. / 1 O 1 O 1 H 6 \ ' ' 

mm (l ,z . iz • i i r j 
which is not feasible. The reason for this big value is the comparison with 
the value 1 in the denominator. Now we make use of the possibility of a 
time-scaiing: Introducing i = £sca\_ • i we get 

dT(t,x) _ e(x)c(x) dT(t, x) 

In our example we choose 

*scal = 3.0 • 10 
and obtain the grow factor 

max(1,1.33) 
—:— = l.oo. 
mm (1,0.71) 

Physically this scaling means that we take 3.0 • 106 s as time unit. 
For the correct choice of q, i.e., the version of the Helmholtz preconditioner 

of Section 6.2, we observe that exactly Case II of Section 6.2 is the case, 
because of Tp = 0 and ^min > 0. We thus have to use Version II of Section 
6.2. In our example 

qmin = 2790 

and 
<3Wx = 18600, 

hence q = ^qminQmsix = 7200 is the correct value. 

REMARK 9.1. Even in the case of Dirichlet boundary conditions this 
choice of q would be preferable compared to the choice q = 0. In this case 
TD = $f2, Tc = 0 would yield just the case of doubt mentioned in Section 
6.2.3. Hence we would have to refer to the decision criterion (6.17) of Section 
6.2.3: With 

du = 0.24[m] 

for the width of the vertical strip, i.e., the depth of the body, and 

8 = 0.21 
W 

[m °Cj 
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we would get 

= 2790 
W 

Lm 3 o/ / i 
> 7 . . 2 9 

W 
-m, 

L 
3 o, 

28 

Hence we would obtain a reduction of the condition number by a factor of 
3.8 • 102 by using q = 7200 instead of q = 0. This reduction can be observed 
in numerical examples. 

FIG. 40. Triangulation at time step 16, t = 53 min 14 s. 

9.2.4. A Simple Comparison Approximation in the Interior of Tissues 

In the interior of tissues we obtain a quite good approximation of the 
BHT equation considering the effect of the diffusion as another cooling term 
proportional to the heating: 

T — T 
j . / j rr-i\ ± °- /\ r\ 

a iv(grad i ) ~ — — —Hty, 
J-oo J-a 

where T^ denotes the temperature of the stationary solution and AQ the 
magnitude of power loss through diffusion, thus 

AQ = i<r|.£7| - ebCbeToQ. 
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Our approximation now reads as 

(9.4) T(£) = Too — (TQO - Ta) exp 
a\E\ 

~~Fr 2gc{T(X> - Ta) 

We stress that this approximation is valid in the interior of tissue only — 
due to the comparatively high specific heat and low thermal conductivity. It 
requires the solution of the stationary problem. The validity will be backed 
by our FEM approximation of the time dependent BHT equation. 

9.3. 

FIG. 41. Isothermals (37 - 43°C) at time step 16, t = 53 min 14 s. 

COMPUTATIONAL RESULTS 

Here we present the computational results of the program KASTI02 for the 
BHT equation with the above described data. We have chosen the accuracy 

T O L = t.D - 1 0 , 

which corresponds to an accuracy of the temperature of ±0.25 °C, assuming 
an equidistributed error. 

We did the computations until a treatment time of 1 h = 3600 s. 
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The triangulation computed at the problem time t = 13 min 11 s (time 
step 10) is show in Figure 38. This triangulation contains 724 points and 
1304 triangles. The refinement occurred mainly at the boundary where the 
steepest temperature differences can be found. The corresponding solution 
is show in Figure 39, where the isothermals are plotted for 37 - 43 °C in 1 °C 
steps. 

The triangulation computed at the problem time t = 53 min 14 s (time 
step 16) is show in Figure 40. This triangulation contains 3688 points and 
6922 triangles. The refinement occurred here also at the critical tissue bound
aries like muscle/bone, fat/bladder and bladder/tumor. The corresponding 
solution is show in Figure 41, where the isothermals are plotted for 37 -
43 °C in 1 °C steps. We observe that the region above 43 °C at the tumor 
has spread out, now surrounding it nearly. Also the top fat region, which is 
a region of high electric field (cf. Figure 39), did get an temperature increase 
of about 2 °C. 

Figure 42 shows the development of the time step r during the 16 time 
steps, Figure 43 the increase of the number of nodal points. 

tou[1.0e3 s] 
1t 

0.JH 

0.8-j 

0.7-j 

O.&j 
0.5-̂  

0.4H 

0.3-j 

0.2-4 

0.1-1 

0.Ö6 0.24 
- r ^ iime[ ..0e4 s] -r > 

FIG. 42. Development of time step. 

Figure 44 shows the behavior of the error estimator. 
We now discuss the possibility of thermal tomography. In Figure 35 we 

have marked three measurement points. The computed heating of the tumor 
and the bladder point are shown in Figure 45. We observe that after approx
imately 16 min treatment time the temperature has reached its stationary 
value for this point of the tumor. The dotted comparison lines show the 
result of our simple approximation of Section 9.2.4, which should be valid 
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nodes[ 10.000] 

0 . 4 4 ^ 

0 .384 

0.33-j 

0.2&J 

0.23J 

0.1J 

0.134 

0.09-] 

0.04-^ 

I 5" "05a öT ens öü o i l öü ä5if 
•>time[1.0e4 s] 

FIG. 43. Increase of number of nodal points. 

error 
10 4* 

T 

--ERROR 
-STAT-» ERROR 

0.06 Ö7Ü Ölä 0.24 

N —TIME-* ERROR 

- r > time[ 1.0e4 s] 
.r> 0.3 0. 

FIG. 44. Behavior of error estimation 
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temperature[t.0e2 C] 
0.44* 

0.43-j 

0.42-j 

0.4l4 

0.4-j 

0.39-) 

0.38-J 

0.37J 
r 1 1 r 1 H > t ime l . .0e4 s] 
06 0.12 0.18 0.24 0.3 0.36 

FIG. 45. Heating of tumor (top) and bladder (bottom); (—) KASTI02 (• • •• Sec. 9.2.4 

in the interior of tissues. The validity of this approximation shows that the 
temperature increases the first couple of minutes nearly linear, thus allow
ing an accurate measurement of the power deposit through \E\. This is an 
essential feature for the clinician, since the magnitude of \E\ can be only 
computed in advance by the antenna data modulo an unknown factor. 

temperature[1.0e2 C] 
0.44 

—H>time[..0e4 3] 

F I G . 46. Heating at the boundary muscle/bone ; (—) KASTI02 (• • •) Sec. 9.2.4 

Figure 46 shows as expected that the comparison model is not valid at 
tissue boundaries, here a point at the muscle/bone boundary. The two dotted 
lines are extreme cases of the comparison model. Thus a computation of the 
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i 

time dependent BHT equation is indispensable if one is interested in the 
whole temperature distribution. 

fraction 

0.84 

0.7-J 

o.&I 
0.&j 
0.4H 

0.3-I 

0.2-j 

0.H 

CH 
0.06 0.24 

t > time[1.0e4 s] 

FIG. 47. Clinical success: Fraction of tumor above 42.5°C (—) and above 43°C (•••)• 

The clinician defines the success of the heating in terms of the fraction of 
the tumor which is heated above 43 °C resp. 42.5 °C- These two fractions 
are shown in time development in Figure 47. It can be seen that after 16 
min treatment time more than 90% of the tumor are heated above 42.5 °C 
and after 30 min treatment time more than 90% are heated above 43 °C-

time[1.0e4 s] 
A 

0.36-j 

0.3-j 

0.244 

0.1S-j 

0.124 

0.o&j 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 i l l 1.3 
r> time—step number[10] 

FIG. 48. Development of real treatment time (—) and cpu-time (• • ••) 

We close this section and the paper by showing that the computation could 
be done in principle on line on the workstation used: Figure 47 contains the 
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treatment time and the cpu time versus the time step number, we observe 
an increasing gain of time to react: For 53 min 14 s treatment time the 
computation on the workstation (SPARC-station 1+) ended after 8 min 53.6 
s, hence we have gained 44 min 20 s. 
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