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PREFACE
With the official introduction of Christof 
Schütte as Vice President on January 10, 
ZIB had an excellent start into the year 
2013. Christof immediately began to im­
plement his ideas and to open new per­
spectives for ZIB. 

The untimely death of Michael Hof­
meister and the resignation of Thomas​ 
Liebling required a renewal of ZIB’s 
Scientific Advisory Board. We are happy 
to welcome the new members Rainer 
Burkard (TU Graz, Austria), Michael 
Dellnitz (U Paderborn), Anna Schreieck 
(BASF, Ludwigshafen) and Kerstin Waas 
(Deutsche Bahn, Frankfurt) who, together 
with the continuing members Alfred 
Louis (U Saarbrücken), Jörg-Rüdiger 
Sack (Carlton U, Ottawa, Canada), Ludger 
D. Sax (Open Grid Europe, Essen), Horst 
D. Simon (Lawrence Berkely National 
Laboratory, Berkely, CA, USA), Reinhard 
Uppenkamp (Berlin Chemie, Berlin), will 
review our work and advise us on our fu­
ture activities. At its June meeting, the 
Scientific Advisory Board elected J.-R. 
Sack as its new Chair. ZIB thanks his pre­
decessor, A. Louis, for his long-term ser­
vice as Chair of the Board.

The Board’s evaluation of ZIB in June 
summarizes its findings as follows: “Wie 
in den Vorjahren sind an das ZIB sehr 
viele wissenschaftliche Auszeichnungen 

Der Jahresbericht 2013 des Konrad-
Zuse-Zentrum für Informationstech- 
nik Berlin (ZIB) bricht mit einigen 
Traditionen. From now on it is in 
English and called Annual Report. 
Introducing a new layout with various 
graphical components we try to ren-
der our report visually more appeal-
ing. A few broad surveys about cur-
rent hot and important topics of our 
work, targeting a general audience, 
hopefully make the report more con-
cise and readable. The readers inter- 
ested in the specifics of ZIB’s activ-
ities can find the technical details of 
our research and services, of our pro-
jects, and the statistics about publi-
cations, lectures, etc. on ZIB’s Web 
pages (the starting point is www.zib.
de).
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vergeben worden. Hervorzuheben 
ist dabei, dass regelmäßig junge wis­
senschaftliche Mitarbeiterinnen und 
Mitarbeiter für ihre Arbeit ausgezeich­
net werden, dass also im ZIB erfolg­
reiche Nachwuchsarbeit betrieben 
wird. Zusammenfassend sieht der 
Wissenschaftliche Beirat das ZIB mit 
seiner eingeleiteten Neuausrichtung auf 
einem zukunftsweisenden Weg, der die 
hohe Forschungsqualität, das interna­
tionale Ansehen sowie die Rolle als Motor 
für die Berliner mathematiknahe ange­
wandte Forschung bestens sichert. Der 
Leuchtturm ZIB wird auch in Zukunft 
große Strahlkraft haben und dies zum 
Wohle Berlins einsetzen.”

Supercomputing at ZIB started in 
1984 with the legendary Cray 1M. It  
entered its eighth generation in 
September 2013 when the new Cray 
XC30 was put into service. The two tightly 
linked systems, installed at ZIB and at 
the Leibniz Universität in Hannover and 
jointly called HLRN-III, will comprise in 
its final configuration 85,000 cores, 2,5 
petaflops peak performance, 222 tera­
byte memory and 7,2 petabyte disk space 
for top researchers in application areas 
such as earth, material and life sciences, 
chemistry, physics and engineering who 
heavily employ advanced methods of 
scientific computing. ZIB does not only 
offer hardware, it continues to serve its 
external customers via HPC software 
consultants who, since 1984, help to 
make best use of this high performance 
computing environment. The HLRN-III 
is financed by the North-German Super-
computing Alliance (HLRN), com­
prising Berlin, Brandenburg, Bremen, 
Hamburg, Mecklenburg-Vorpommern, 
Niedersachsen and Schleswig-Holstein. 
The operation costs have become, mainly 
due to very high energy prices, a major 
burden – shared since 2013 by all HLRN 
members. 

One of the new features of this Annual 
Report is that, instead of touching all 
aspects of our work, we provide only a 
few reports, partly crossing department 
boundaries, which combine brief sur­
veys of very active topics with outlines 
of highlights of our own work – keeping 
global developments in mind.

The departments Numerical Analysis 
and Modeling and Visualization and Data 
Analysis feature two cross-department 
reports: “Solutions for Individualized 
Medicine” illustrates how ZIB sup­
ports modern medicine by the develop­
ment of algorithms and demonstrators 
facilitating computer-assisted, model-
guided therapy planning, and that thera­
peutic interventions often start with 
groundbreaking research in computing 
or data science. In “Design of Functional 
Molecules” the focus is on new and very 
efficient modeling techniques and simu­
lation approaches that help to design 
molecules with desired functions, as, e.g., 
new pain relief drugs, but at the same 
time allow for the estimation of toxic 
risks and other adverse side effects. 

The department Optimization in­
dicates in its report “Mathematics in 
Traffic and Transport” that public trans­
port, air and railway traffic, and logistics 
can be viewed as systems of gigantic op­
timization problems. Since many years 
ZIB has been contributing to the pro­
gress in traffic optimization by advanc­
ing the mathematical theory of large-
scale transportation problems and by 
developing state-of-the-art algorithms to 
solve them – employing modern informa­
tion technology. Today’s challenges arise 
from urbanization, aging societies and 
the scarcity of resources. 

“Shepherding the Bits – Challenge 
Accepted” is the title of the report by 
the department Scientific Information 
which describes ZIB’s contributions to 
preserving the cultural heritage, in par­
ticular in its digital form. This ranges 
from the administration and advance­
ment of the Cooperative Library Network 
Berlin-Brandenburg (KOBV), through 
our museum project that develops and 
maintains software for the indexing 
and administration of museum collec­
tions (GOS), to the project digiS which 
supports digitization efforts of cultural  
assets in Berlin.

The two departments of the computer 
science division of ZIB were very active 
in preparing the transition to the new 
HLRN-III system, see above. Of course, 
research continued as well. Highlighting 
its focus on methods for large-scale data 

analytics, the department Distributed 
Algorithms and Supercomputing de­
scribes in its report “Similarity Search 
and Insect Classification” the difficulties 
computers have in understanding the 
similarity of objects. Once meaningful 
similarity metrics and the like are de­
signed, the methodology’s use can range 
from taxonomy in biology to data han­
dling in file systems.

More time than expected was spent 
preparing the establishment of the 
Einstein Center Mathematics that (in 
cooperation with FU, HU, TU and WIAS) 
will take up operation in June 2014. Even 
more effort went into the layout of the 
legal framework and the project design of 
the Research Campus MODAL that will 
go full speed (after a hopefully successful 
evaluation) in the fall of 2014. By winning 
a number of new projects and the third-
party financing associated with these, 
ZIB was able to continue its research 
and service activities at its standard high 
level. Without the exceptionally motiv­
ated members in research, service and 
administration this would be impossible.

Finally, ZIB is grateful for having 
many supporters and friends. Thanks to 
all those who provide us with encourage­
ment, assistance and advice.

Berlin, April 2014 
Martin Grötschel 

ZIB President   
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EXECUTIVE
SUMMARY

DISCRETE  
MATHEMATICS
All branches of optimization are cur­
rently witnessing a strong growth of the 
size of the industry problems to be ad­
dressed and of the range of requirements 
(linear, integer, nonlinear, stochastic, ro­
bust, multi-objective, …) to be satisfied. 
The department Optimization reacts to 
this, e.g. within its working group Linear 
and Nonlinear Integer Optimization, by 
advancing the theory and algorithmic 
methodology (parallelization, utilization 
of supercomputers, etc.) for solving large-
scale problems of this type. General pro­
gress would not exist here without close 
collaboration with our working groups 
on Energy, Telecommunications, Traffic 
and Logistics (the area covered in de­
tail in this annual report) where we con­
tinue our application-oriented research 
in seventeen projects, mostly with close 
ties to industries. 

The department Scientific Informa-
tion focusses on planning and developing 
information systems and services for the 
sciences and specializes, in particular, on 
libraries (KOBV), museums (GOS), and 
support for digitization of cultural object 
(digiS).The article “Shepherding the bits” 
describes our efforts in this area in 2013.
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EXECUTIVE
SUMMARY

1 	 Zuse Institute Berlin, main campus Dahlem

COMPUTER  
SCIENCE
The two departments Distributed 
Algorithms and Supercomputing and IT 
Service spent much effort in the prepar­
ation of the HLRN-III installation. The 
Cray XC30 was up and running already 
two weeks after the first truck unloaded 
its precious freight on the ZIB premises. 
To complete the setup, all data needed to 
be copied to the new file system, the job 
queues had to be configured and new soft­
ware for project and job accounting had to 
be developed. Despite its complexity, the 
HLRN-III was opened to the users within 
a month after its physical installation. 

Another highlight in 2013 was the 
collaboration with Intel, which selected 
ZIB as a Research Center for Many-core 
High-Performance Computing – one of 
only five centers worldwide. First re­
search results have already been pub­
lished and found their way into the con­
sultancy of HLRN users.

As a fundamental building block for 
big data analysis we intensified our re­
search on parallel file systems and dis­
tributed key-value stores. Supported by 
venture capital, three of our Post-Docs 
founded the XtreemFS Storage Solutions 
GmbH, which soon doubled in size and 
changed its name to Quobyte, now with 
headquarters in Berlin and in Boston. 

NUMERICAL  
MATHEMATICS
In 2013 the departments Numerical 
Modelling and Analysis and Visualization 
and Data Analysis have continued to ad­
vance their competences in mathemat-
ical modelling, simulation, optimization, 
and (visual) data analysis. At present 
the two departments are active in more 
than 60 third-party funded projects with  
topics ranging from basic research in 
mathematics via application-oriented 
research to demonstrators jointly de­
veloped with cooperation partners. 
Application areas include medicine, mo­
lecular science, neuro- and systems bio­
logy, nano-optics, and materials science. 

During the last year the two depart­
ments have started to identify the focus 
areas in which application-oriented re­
search will be concentrated in coming 
years. The departments’ joint strengths 
will be combined with additional in-
house expertise in (big) data analysis and 
high performance computing to maxi­
mize the impact of mathematics-cen­
tered research in these focus areas. Two 
of these focus areas, “Solutions for in­
dividualized medicine” and “Design of 
functional molecules”, are featured in 
this annual report. 

1
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SCIENTIFIC  
ADVISORY BOARD
The Scientific Advisory Board advises ZIB 
on scientific and technical issues, sup­
ports ZIB’s work and facilitates ZIB’s co­
operation and partnership with univer­
sities, research institutions and industry. 

The Board of Directors appointed the 
following members of the Scientific 
Advisory Board: 

PROF. DR. ALFRED K. LOUIS
Universität des Saarlandes, Saar- 
brücken, (Chair until June 10, 2013).

PROF. DR. JÖRG-RÜDIGER SACK 
Carleton University, Ottawa, Canada, 
(Chair since June 11, 2013) 

PROF. EM. DR. RAINER E. BURKARD
Technische Universität Graz, Austria 
(since May 15, 2013) 

PROF. DR. MICHAEL DELLNITZ
Universität Paderborn
(since May 15, 2013)

PROF. DR. THOMAS LIEBLING
Ecole Polytechnique Fédérale de 
Lausanne, Switzerland 
(until May 15, 2013) 

DIPL.-MATH. LUDGER D. SAX
Open Grid Europe GmbH, Essen 

DR. ANNA SCHREIECK
BASF SE, Ludwigshafen
(since May 15, 2013)

DR. HORST D. SIMON
NERSC, Lawrence Berkeley National 
Laboratory, USA 

DR. REINHARD UPPENKAMP
Berlin Chemie AG, Berlin 

DR. KERSTIN WAAS
Deutsche Bahn AG, Frankfurt am Main
(since May 15, 2013)

The Scientific Advisory Board met on 
June 10 and 11, 2013 at ZIB.

ADMINISTRATIVE  
BODIES
The bodies of ZIB are the President and 
the Board of Directors (Verwaltungsrat). 

President of ZIB is:
PROF. DR. DR. H.C. MULT. 
MARTIN GRÖTSCHEL 

Vice President is:
PROF. DR. CHRISTOF SCHÜTTE 
(since January 10, 2013). 

The Board of Directors was composed in 
2013 as follows:

PROF. DR. PETER FRENSCH
Vice President, Humboldt-Universität 
zu Berlin, (Chairman)

PROF. DR. UWE PAUL THAMSEN
Vice President, Technische Universität 
Berlin, (Vice Chairman)

PROF. DR. BRIGITTA SCHÜTT
Vice President, Freie Universität Berlin

BERND LIETZAU
Senatsverwaltung für Wirtschaft, 
Technologie und Forschung 

N.N.
Senatsverwaltung für Bildung, 
Jugend und Wissenschaft

PROF. DR. MANFRED HENNECKE
Bundesanstalt für Materialforschung 
und -prüfung (BAM)

PROF. DR. ANKE KAYSSER-PYZALLA
Helmholtz-Zentrum Berlin für 
Materialien und Energie (HZB)

PROF. DR. NIKOLAUS RAJEWSKY
Max-Delbrück-Centrum für Molekulare 
Medizin (MDC)

The Board of Directors met on May 15, 
2013 and November 20, 2013.

SCIENTIFIC 
ADVISORY 
BOARD
Chairman Prof. Dr. Jörg-Rüdiger Sack, Ottawa
Prof. Dr. Rainer E. Burkard, Graz
Prof. Dr. Michael Dellnitz, Paderborn
Prof. Dr. Alfred K. Louis, Saarbrücken
Ludger D. Sax, Essen
Dr. Anna Schreieck, Ludwigshafen
Dr. Horst D. Simon, Berkeley
Dr. Reinhard Uppenkamp, Berlin
Dr. Kerstin Waas, Frankfurt am Main

ORGANIZATION
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ADMINISTRATION AND LIBRARY
Annerose Steinke

NUMERICAL MATHEMATICS
Prof. Dr. Christof Schütte

DISCRETE MATHEMATICS
Prof. Dr. Martin Grötschel

COMPUTER SCIENCE
Prof. Dr. Alexander Reinefeld

ORGANIZATION

THE  
STATUTES
The Statutes, adopted by the Board of 
Directors at its meeting on 30 June 2005, 
define the functions and procedures of 
ZIB’s bodies, determine ZIB’s research 
and development mission and its service 
tasks and decide upon the composition of 
the Scientific Advisory Board and its role.

BOARD OF DIRECTORS
Chairman: Prof. Dr. Peter Frensch, Humboldt-Universität zu Berlin (HUB)

PRESIDENT
Prof. Dr. Dr. h.c. mult. Martin Grötschel

VICE PRESIDENT
Prof. Dr. Christof Schütte
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SERVICE 
CENTER
DIGITALIZATION

Koch
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MATHEMATICS

Schütte
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OPTIMIZATION
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Koch
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SYSTEMS

Prohaska
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MEDICAL
BIOINFORMATICS

Conrad
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Hiller
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Borndörfer
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Dalitz
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Werner
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PROGRAMMING
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MEDICINE

Weiser, Zachow

COMPUTATIONAL
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DESIGN

Weber

COMPUTATIONAL
NANO OPTICS

Schmidt

ZIB is structured into four divisions, 
three scientific divisions and ZIB’s ad­
ministration. Each of the scientific div­
isions is composed of two departments 
which are further subdivided into re­
search groups. For further information 
on the broad spectrum of thematic and 
application foci of the research groups 
please visit www.zib.de.
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ZIB
STRUCTURE

ADMINISTRATION
AND
LIBRARY

A. Steinke

MASS
STORAGE
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SERVER
AND
NETWORKS

Krickel, Düring

BERLIN METROPOLITAN
AREA NETWORK 
(BRAIN)
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COMPUTER 
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DISTRIBUTED 
ALGORITHMS AND 
SUPERCOMPUTING

Reinefeld/Schintke

IT-SERVICE

Pyszkalski

SOFTWARE 
SERVICE

Löbel

SCALABLE
ALGORITHMS

Schütt

SUPERCOMPUTER
SYSTEMS

Schimmel

DISTRIBUTED DATA
MANAGEMENT

Schintke

SUPERCOMPUTER
ALGORITHMS 
AND CONSULTING

T. Steinke

LEGEND
	 SCIENTIFIC DIVISIONS AND DEPARTMENTS

	 RESEARCH GROUPS

	 RESEARCH SERVICE GROUPS 
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PROFESSORSHIPS 
OFFERED TO ZIB 
RESEARCHERS5

PROMOTION OF YOUNG SCIENTISTS:
HABILITATIONS
DISSERTATIONS
DIPLOMA
MASTER

109 

PEER-REVIEWED PUBLICATIONS IN
INTERNATIONAL SCIENTIFIC JOURNALS

ZIB IN NUMBERS

1.200
VISITORS
LONG NIGHT OF THE SCIENCES

7

6

SEMINARS
GIVEN BY ZIB SCIENTIST AT UNIVERSITIES

LECTURES
GIVEN BY ZIB SCIENTIST AT UNIVERSITIES

SCIP

8.000

DOWNLOADS
OF MIP SOLVER SCIP

41 DISTINGUISHED

233 SCIENTIFIC
TALKS

192 INVITED
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THIRD-PARTY FUNDING 
INCREASED BY MORE 
THAN 20%!

1.864.118 ¤
4.026.607 ¤

ZIB ACQUISITION OF  
THIRD-PARTY FUNDS

PUBLIC PROJECTS REVENUES

REVENUES FROM RESEARCH 
 AND DEVELOPMENT (INDUSTRY)

8.000 LICENSES OF AMIRA AND AVIZO 
INSTALLED WORLDWIDE IN 2013

AMIRA
AVIZO

AMIRA
AVIZO

AMIRA
AVIZO

AMIRA
AVIZO

OUTREACH EVENTS FOR 
SCHOOL CLASSES AND
GENERAL PUBLIC47

OCTOBER

SEPTEMBER

1
NOVEMBER

18

25

START OF 
OPERATION OF
HLRN-III

HLRN-III NO. 120/121 
IN THE TOP 500 LIST 
OF SUPER COMPUTERS 
IN THE WORLD

ZIB AND INTEL ESTABLISH THE RESEARCH CENTER 
FOR MANY-CORE-HIGH-PERFORMANCE-COMPUTING AT ZIB

PERMANENT DATA STORAGE 
18,000 SLOTS FOR TAPES IN 3 SL 8,500 LIBRARIES

9 PETABYTE LIBRARY STORAGE CAPACITY

100
CONFERENCES AND 
WORKSHOPS AT ZIB

5.000
INTERNATIONAL GUESTS

AT ZIB IN 2013
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Modal – Mathematical Optimization and Data Analysis Laboratories

MODAL

FOR FURTHER 
INFORMATION 
PLEASE CONTACT: 
Annerose Steinke
a.steinke@zib.de
+49 30 84185-100

!
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The Forschungscampus (“re-
search campus”) Modal is a plat-
form for public-private partner-
ship for innovation built by ZIB and 
Freie Universität Berlin together 
with 12 participating companies. 
Modal is an acronym derived from 
“Mathematical Optimization and 
Data Analysis Laboratories”. The 
Forschungscampus is located at ZIB 
where partner researchers from the 
public and private sectors are directly 
working together in joint laboratories. 
Modal aims at sustainable innovations 
in process optimization through math-
ematical research on modelling, simu-
lation, and mixed discrete-continu-
ous-stochastic optimization problems 
that originate from real-world applica-
tion problems beyond reach of today’s 
computing and optimization techno
logies. Present main applications 
are railway and gas transport opti- 
mization, and information-based 
medicine. 

Modal resulted from a national com­
petition in which the German Ministry 
for Research and Education (BMBF) 
awarded the title “Forschungscampus” 
to ten public-private partnerships out 
of almost a hundred candidates. The 
Forschungscampus funding initiative 
supports long-term public-private part­
nerships which bring their partners 
together in one place. Each selected 
Forschungscampus will receive funding 
of 1 to 2 million Euros per year by BMBF 
for a maximum of 15 years. The fund­
ing coming from the private consortium 
partners must exceed the BMBF funding, 
though.
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FUTURE 
PRESENT 
PAST

ZUSE  
INSTITUTE 
BERLIN
The Konrad-Zuse-Zentrum für 
Informationstechnik Berlin (offi-
cial name of ZIB) was established on 
July 17, 1984. In the terminology of 
the German public law system, ZIB 
is a “rechtsfähige Anstalt des öffent
lichen Rechts mit kaufmännischer 
Buchführung”. ZIB receives its basic 
funding from the State of Berlin,  
covers most of its research activities 
through project funding from vari-
ous sources, and operates in close  
interdisciplinary cooperation with 
the three large Berlin universities 
and many research institutions in the 
field of information technology, par-
ticularly in applied mathematics and 
practical computer science. 
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FUTURE 
PRESENT 
PAST Konrad Zuse, known as the inventor 

of the world’s first freely programm­
able computer, is the patron of the Zuse 
Institute Berlin (ZIB) . He was born in 
Berlin in 1910. Zuse had a great talent for 
technology and art and as a child he made 
first intelligent inventions. Inspired by 
the movie “Metropolis” he designed a 
road system for his visionary future city; 
this road map forms the current logo of 
ZIB. After having passed high school, he 
studied engineering and architecture at 
the antecessor of today’s TU Berlin. 

In 1941, Zuse developed the world’s 
first free programmable computer (Z 3) 
which is today regarded as the first func­
tioning computer in the world. After the 
end of World War II, he built up his own 
Company, the Zuse KG . After his retire­
ment he devoted himself increasingly to 
its second passion, which was painting. 
Using the pseudonym “Kuno See”, he cre­
ated abstract paintings, two of which he 
donated to ZIB. He still experienced the 
preliminary planning for the new Zuse 
Institute Berlin. 

Konrad Zuse, who himself never earned 
a PhD, received numerous honorary doc­
torates and awards. He died at the age of 
85 in Hünfeld near Fulda.

1 	 Konrad Zuse – Patron of ZIB
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ECONOMIC 
SITUATION 
IN 2013

1.543.000 ¤
OTHER PUBLIC FUNDS

1.864.000 ¤
INDUSTRY
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ZIB THIRD  
PARTY FUNDS  
BY SOURCE

	 14%	 BMBF/BMWI

	 26%	 DFG 

	 11%	 EU 

	 22%	 OTHER PUBLIC FUNDS 

	 27%	 INDUSTRY

950.000 ¤
BMBF/BMWI

1.760.000 ¤
DFG

744.000 ¤
EU 

1.543.000 ¤
OTHER PUBLIC FUNDS

1.864.000 ¤
INDUSTRY
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In 2013, ZIB raised third-party funding 
for a large number of projects. While the 
basic financial stock has stayed approxi­
mately the same, project-related public 
third-party funds have raised by more 
than 25% compared to last year. Despite 
the economically difficult times, ZIB was 
once again able to acquire almost 30% of 
its total third-party funding through re­
search cooperation contracts with large 
and medium-sized companies. Based 
on these successful achievements ZIB 
strengthened its position as an attract­
ive place for innovative mathematicians 
and computer scientists such that the 
number of employees at ZIB stayed al­
most constant despite the fact that many 
highly-qualified scientists were offered 
careers in academia or industrial institu­
tions research elsewhere.

Big investments were taken: The new 
HLRN-III high-performance computer at 
ZIB started operation in September 2013, 
and the institute’s long-term data storage 
was further expanded. As a consequence, 
a large number for new research cooper­
ations with Berlin-based, national and  
international institutions in this area 
could be initiated. With these develop­
ments ZIB strengthened its position as 
a competence center for computing and 
data science.

The Zuse Institute Berlin (ZIB) fi
nances its scientific work via three 
main sources: the basic financial stock 
of the Federal State of Berlin, and 
third-party funds of public sponsors 
as well as from industrial cooperation 
contracts. 
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ZIB THIRD  
PARTY FUNDS  
IN EURO

	 INDUSTRY

	 PUBLIC FUNDS

2005 2006 2007 2008 2009 2010 2011 2012 2013



01.01.13 01.01.14

TOTAL permanent non- 
permanent TOTAL permanent non- 

permanent

MANAGEMENT 4 4 0 4 4 0

SCIENTISTS 102 19 83 99 18 81

SERVICE PERSONNEL 45 37 8 48 35 13

KOBV-HEADQUARTERS 16 7 9 13 7 6

STUDENTS 51 0 51 49 0 49

TOTAL 218 67 151 213 64 149

Annual Report 201324

Number of Employees

NUMBER OF  
EMPLOYEES 
218 persons were employed at ZIB in the year 2013,  
thereof 151 positions were financed by third-party-funds



01.01.13 01.01.14

TOTAL permanent non- 
permanent TOTAL permanent non- 

permanent

MANAGEMENT 4 4 0 4 4 0

SCIENTISTS 102 19 83 99 18 81

SERVICE PERSONNEL 45 37 8 48 35 13

KOBV-HEADQUARTERS 16 7 9 13 7 6

STUDENTS 51 0 51 49 0 49

TOTAL 218 67 151 213 64 149
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COMPUTING IN TECHNOLOGY 
GMBH (CIT)
1992 | www.cit-wulkow.de
Mathematical modelling and develop-
ment of numerical software for technical 
chemistry

RISK-CONSULTING PROF. DR. 
WEYER GMBH
1994 | www.risk-consulting.de
Database marketing for insurance 
companies

INTRANETZ GMBH
1996 | www.intranetz.de
Software development for logistics,  
database publishing, eGovernment

AKTUARDATA GMBH
1998 | www.aktuardata.de
Development and distribution of risk  
evaluation systems in health insurance

VISAGE IMAGING GMBH
(originating from spin-off Visual 
Concepts GmbH)
1999 | www.visageimaging.com
Visualization and data analysis (Amira 
etc), especially medical visualization

ATESIO GMBH
2000 | www.atesio.de
Development of software and consulting  
for planning, configuration, and optimi-
zation of telecommunication networks

BIT-SIDE GMBH
2000 | www.bit-side.com
Telecommunication applications, 
and visualization

DRES. LÖBEL, BORNDÖRFER & 
WEIDER GBR 
2000 | www.lbw-berlin.de
Optimization and conculting in 
public transport

LENNÉ3D GMBH
2005 | www.lenne3d.com
3d landscape visualization, 
software development and service

JCMWAVE GMBH
2006 | www.jcmwave.com
Simulation software for optical 
components

ONSCALE SOLUTIONS GMBH
2006 | www.onscale.de
Software development, consulting 
and service for parallel and distributed 
storage and compute systems

MOLCONCEPT GMBH
2008 | www.molconcept.com
Mathematical concepts for molecular 
design, software development for 
computational drug design

LAUBWERK GMBH
2009 | www.laubwerk.com
Construction of digital plant models

1000SHAPES GMBH
2010 | www.1000shapes.com
Statistical shape analysis

TASK – BERTHOLD GLEIXNER 
HEINZ KOCH GBR
2010
Distribution, service and consulting 
for ZIB’s optimization suite

QUOBYTE INC.
2013 I www.quobyte.com
Quobyte develops carriergrade storage 
software that runs on off-the-shelf 
hardware

SPIN OFFS
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SOLUTIONS FOR 
INDIVIDUALIZED  
MEDICINE
Enabling technologies  
for complex therapies
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SOLUTIONS FOR 
INDIVIDUALIZED  
MEDICINE

In today’s medicine therapeutic inter-
ventions are getting increasingly com-
plex. Functional and physiological data 
need to be monitored, structures of risk 
are to be considered, and a lot of tech-
nology is involved. In order to master 
the complexity and to deliver success-
ful treatments, such therapies need to 
be carefully planned, taking individual 
anatomy and pyhsiological processes 
into account. We develop algorithms and 
demonstrators supporting computer-as-
sisted, model-guided therapy planning.

FOR FURTHER INFORMATION PLEASE CONTACT: 
Dr. Martin Weiser | weiser@zib.de | +49 30 84185-170!
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ORTHOPEDIC 
SURGERY
Orthopedic surgery is concerned with the 
treatment of pathologies in shape or func­
tion of the musculoskeletal system that 
may be caused by trauma, degenerative or 
congenital diseases. Therapy planning in 
orthopedics comprises the identification 
of pathological situations as well as the de­
sign of therapeutic concepts under consid­
eration of functional rehabilitation. Based 
on patient specific anatomical models, for 
instance, pose and shape of anatomical 
structures can be analysed and both can 
be compared to nonpathological findings. 
Using kinematic models also functional 
aspects can be analyzed, e.g., the range of 
motion of joints [1]. Stresses within ana­
tomical structures can be simulated under 
particular loading conditions, and parts 
of the anatomical structures can be virtu­
ally removed and replaced by implants in 
order to analyze the performance of the 
planned configuration [2]. With the help 
of computer-assisted and model-guided 
therapy planning, different strategies can 

be preoperatively assessed and the most 
promising approach can be chosen for 
implementation. We are developing tech­
niques for 3D shape analysis and estab­
lishing 3D shape databases representing 
various anatomical structures that can be 
stratified according to gender, age, body 
weight, and so forth. Within the stratified 
groups the range of variation of properties 
like shape or mineral density can be ana­
lyzed. An individual patient’s anatomy can 
then be matched against the shape data­
base in order to assess its pathological 
state and to determine how to surgically 
correct skeletal structures, mechanical 
axis or joint contact regions. In addition, 
optimally fitting implants can be selected 
from a set of different types or manufac­
turers, or even new implant types can be 
designed that either fit an individual pa­
tient or a particular population, whose 
anatomical average shape can be derived 
from the database (individual vs. mass 
customization).

1 	 Individual anatomy reconstruction 
of the knee bones allows 3D planning of 
implant positioning. Mechanical simul
ations taking cartilage, patella, tendons, 
and ligaments into account improve the 
understanding of degenerative diseases 
and the functionally appropriate pos
itioning of implants.

2 	 Knee implant wear testing is a time 
consuming process. Efficient simulation 
of wear can speed up the design process 
significantly.

2
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IN A NUTSHELL
•	 Modern interventions are  

increasingly complex.
•	 Many medical areas are affect-

ed: osteotomic surgery, facial 
surgery, implant design, cardiac 
diseases, and more.

•	 Patient-specific anatomical 
models and simulations thereon 
are necessary for improved reli-
ability of treatment decisions.

1
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FACIAL 
SURGERY
Preoperative planning of plastic and re­
constructive surgery of the head, not only 
involves functional but also aesthetic as­
pects. This is especially the case for con­
genital malformations, where a face or 
the shape of the head will be heavily al­
tered without having an individual ref­
erence. Either rearrangements of bony 
structures need to be planned, or im­
plants need to be carefully designed to 
model a new face or head. In both cases 
the facial appearance needs to be taken 
into account in order to achieve the best 
possible aesthetic result under con­
sideration of functional rehabilitation 
[3]. We are working on software tools 
to perform interactive 3D planning of 

bone cuts and rearrangements based 
on digital anatomy as well as to design 
implant shapes. In addition, we work 
on models and algorithms to realis­
tically simulate mechanical behaviour 
of biological tissues. We also develop  
methods to establish a database of 3D 
face models that can be used to derive 
an objective for facial reconstruction. 
Furthermore, we develop methods to de­
termine the shape of implants for an in­
dividual patient with regard to a desired 
facial appearance. That way surgeons 
can directly shape a face, automatically 
receiving a blueprint for implants that 
once inserted lead to the planned aes­
thetic outcome.

1 	 Augmentation implants replace trau-
matized bone or fill voids left by mal-
formed bones. An important aspect is to 
restore a socially accepted facial shape, 
for which the appropriate implant shape 
has to be determined.
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CARDIOVASCULAR
DISEASES

1
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1 	 Changes in transmembrane voltage 
induce calcium release and myocard 
contraction. Simulation of the excita-
tion fosters understanding of fibrillation  
onset and stability of spiral wave pat-
terns, improving individual therapy plan-
ning.

2 	 Probability density of vortex cores in 
an aneurysm.

2

Treatment decisions for cardiovasclar 
diseases, e.g., in valve replacement, resyn­
chronization therapy, or ablation therapy, 
should be based on the benefit of the pa­
tient. Large inter-individual variations of 
the outcome make the prediction of the 
benefit difficult, e.g., some patients develop 
a ventricular hypertrophy after valve re­
placement, and some do not. Some aneu­
rysms remain the same size over years, and 
some grow quickly with the danger of rup­
ture. A reliable patient-specific simulation 
of the relevant physiological processes is 
often limited by the sheer complexity of the 
cardiovascular system, involving different 
scales from mitochondrial metabolism to 

systemic circulation and effects from ion 
transport in myocytes to fluid dynamics. 
Therefore, individual therapy planning is 
still far from clinical routine. We are work­
ing on efficient simulation methods for the 
electrical excitation of the heart and the 
induced mechanical contraction. This in­
cludes not only adaptive, error controlled 
solvers for partial differential equations, 
but also data compression algorithms for 
the efficient storage of simulation results 
for optimization purposes. E.g., implant­
able cardioverter-defibrillators can detect 
the onset of life-threatening ventricular 
fibrillation and terminate this condition 
by applying a sufficiently strong electrical 

impulse to the myocard. “Pushing this big 
reset button of the heart is painful and 
shocking for the patient”, explains PhD 
student Sebastian Götschel. “One goal 
in designing the pulse shape is to min­
imize its amplitude while maintaining the 
effectivity”. 

Estimating the rupture risk of aneur­
ysms is important to decide whether to 
perform surgery or not. This risk depends 
on the flow patterns of blood in the aneur­
ysm and the resulting wall shear stresses. 
The stochastic nature of these quantities 
makes a reliable interpretation difficult. 
Uncertainty visualization methods can 
help to understand the risk factors better.
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MEDICAL 
IMAGE  
AND 
GEOMETRY 
PROCESSING

Computer-assisted therapy planning 
in medicine is heavily based on med
ical imaging technology. Therefore, 
image data are not only to be visual
ized but often also to be converted 
into individual 3D patient models, 
sub-divided into various anatomical 
structures of interest [4]. In order 
to faithfully extract anatomical 3D  
models from medical image data, we 
are developing algorithms for image 
enhancement, segmentation, and  
geometry reconstruction. Converting 
segmented image data into 3D sur-
faces or volumetric grids makes them 
accessible to computational methods 
for mathematical analysis and simu-
lation. In addition, interactive visu-
alization methods are developed for 
presenting image and simulation data 
to the domain experts in an intelli
gible manner and software prototypes 
to our clinical research collaborators. 

1

1
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IMAGE  
PROCESSING
We are developing efficient and robust al­
gorithms for medical image segmentation 
deploying so called shape priors. Such 
shape priors represent averaged 3D 
shapes of many similar anatomical struc­
tures, implicitly describing the full range 
of variation in shape that typically exist 
in any population. For fully automated 
segmentation of arbitrary medical image 
data, like computed tomography, mag­
netic resonance imaging, or ultrasound, 
shape priors are enriched with modality 
specific image information. Within an 
optimization scheme these shape and ap­
pearance models are plausibly deformed 
until shape and image features possibly 
coincide [5]. Our algorithms have been 
sucessfully applied for fully automatic 
segmentation of a broad range of differ­
ent anatomical structures from different 
imaging modalities. In addition, highly 
parallelized image filtering, registration, 
and segmentation algorithms are being 
developed – deploying modern hard­
ware architectures to handle an ever in­
creasing amount of medical image data 
in reasonable time [6] or to solve com­
plex 3D reconstruction problems. Moritz 
Ehlke, PhD student in the Berlin School 
of Regenerative Therapies explains his 
work [7]: “Reconstructing 3D anatomies 
from few projective X-ray images is only 
possible with very good knowledge of the 
arising shapes, as it is encoded in shape 
priors. Still, the necessary simulation of 
X-ray projections requires the comput­
ing power of modern GPUs.”

MEDICAL 
GEOMETRY 
PROCESSING
Though medical image data can be directly 
visualized for diagnostic purposes, inter­
active, model-guided planning and simu­
lation often requires three-dimensional 
geometric models representing individual 
patients’ anatomy. Therefore, we are de­
veloping algorithms for the conversion of 
segmented image data into geometrical 
representations like surface meshes or 
volumetric grids, making them accessible 
to computational methods for interactive 
therapeutic modifications and numerical 
simulations employing, for instance, ad­
vanced finite-element techniques.

We are also developing methods to es­
tablish and to improve statistical shape 
models. One important step in build­
ing shape models is the registration of 
complex shapes onto an average. Among  
others, we are investigating large deform­
ation diffeomorphic mapping methods 
that use a deformation of a spatial 
embedding for the registration of shapes. 
Decoupling shape representation and 
space deformation allows a better adap­
tation of the discretizations to the so­
lution. Statistical shape models are the 
basis for the generation of new anatom­
ical atlases that not only show averaged 
shapes of anatomical structures but also 
the variation in shape of such structures. 
The latter is important for morphological 
analysis in general, discrimination of  
pathologies, classification, and even the 
human-centered design of implants or 
prostheses. To understand complex re­
lationships between shape and other fac­
tors or categorial information, we are de­
veloping methods to visually explore and 
to analyze shape models.

1 	 Comparing projections of shape 
models with actual X-ray images allows 
to estimate individual 3D geometry from 
few X-ray images, reducing the radiation 
dose compared to CT scans.
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NUMERICAL
METHODS
FOR BIOMEDICAL 
PDES

The physical and physiological pro-
cesses that are relevant in complex 
interventions, such as electrical exci-
tation, heat transport, or mechanical 
behaviour of soft tissues, bones and 
implants, are usually described by par-
tial differential equations (PDEs). In 
order to be able to predict the impact 
of treatments and to optimize their 
parameters, we develop finite element 
methods and optimization algorithms. 
One focus of our research are adaptive, 
error-controlled methods combining 
reliability and efficiency.

TIME  
INTEGRATION
Dynamic problems such as cardiac ex­
citation or implant wear simulation re­
quire a time stepping scheme that inte­
grates well with adaptive spatial finite 
element discretization. Recently we 
turned to spectral deferred correction 
(SDC) methods, which are simply struc­
tured iterative methods for solving im­
plicit collocation systems. Interleaving 
SDC iterations and mesh refinement, as 
well as amortizing the overhead of adap­
tivity over longer time steps possible with 
higher-order methods, bear the prom­
ise of improving overall efficiency. The 
deteriorating convergence rate of SDC 
methods on nonequidistant time grids 
can be accelerated significantly by a spe­
cial construction of the SDC sweeps [8].
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TRAJECTORY  
COMPRESSION
In time-dependent 3D optimization 
problems, such as optimal control of im­
plantable cardioverter-defibrillators or 
shape optimization of knee joint pros­
thesis for minimal wear, adjoint gradi­
ent computation for fast minimization 
requires the repeated storage of a full 4D 
simulation for adjoint gradient compu­
tation. This can impose a significant dif­
ficulty in terms of both, storage capacity 
and storage bandwidth. In a Matheon 
project we have developed lossy com­
pression of finite element solutions on 
adaptively refined meshes, reducing the 
memory demand as well as the memory 
bandwidth by a factor of more than 20 
without impeding the convergence of the 
optimization algorithm [9, 10]. “It’s simi­
lar to MPEG video compression, just that 
it works on unstructured grids instead of 
on pixels, and respects the error trans­
port through the adjoint equation rather 
than visual artifact perception”, says PhD 
student S. Götschel.

OPTIMAL  
CONTROL
Complex therapies often exhibit a mod­
erate to large number of parameters to 
fix, e.g., the shape of augmentation im­
plants or the positioning of joint im­
plants. Choosing parameters for an opti­
mal outcome can be rather challenging. 
We work on optimization algorithms 
suggesting optimized therapy param­
eters. Sometimes this involves basic re­
search: “Very little is known about the 
structure of nonlinear elasticity solu­
tions’’, PhD student Lars Lubkoll says, “so 
we are glad we could prove the existence 
of minimizers” [11].

1

1 	 S. Götschel works on trajectory com-
pression for finite element computations.
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SOFTWARE 
PROTOTYPES 

FOR THERAPY 
PLANNING

1
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Algorithmic developments have to be 
implemented as a prototype software 
to be evaluated in clinical research. 
For the construction of such demon-
strators we make use of the Amira and 
Kaskade 7 software developed at ZIB.

VISUALIZATION  
FRAMEWORK  
AMIRA
Amira is a visualization and data ana­
lysis software that was designed and 
developed at ZIB. It is now commer­
cially developed and distributed under 
the product names Amira and Avizo by 
FEI Visualization Sciences Group. ZIB 
Amira is a variant of Amira that ZIB uses 
for ongoing research with cooperation 
partners. It contains well-known visu­
alization and data analysis methods and 
results of ongoing research in various 
fields, such as image analysis, geometry 
processing, flow analysis, and molecular 
visualization. Prototypes of interactive 
therapy planning tools are implemented 
as special purpose modules in Amira.

FINITE ELEMENT  
TOOLBOX 
KASKADE 7
The workhorse for PDE problems is our 
finite element toolbox Kaskade 7 based 
on the DUNE libraries. Its C++ tem­
plate structure allows a flexible, type­
safe, and efficient mix-and-match ap­
proach to arbitrarily discretized systems 
of PDEs. The toolbox has been used to 
solve problems from various medical 
areas including cardiac excitation, hyper­
thermia cancer treatment planning, soft 
tissue deformation, and implant design. 
Recent improvements comprise spectral  
deferred correction methods for time 
integration, discontinuous Galerkin  
methods, and better memory access pat­
terns on NUMA machines.

1 	 Software prototype for interactive 
patient-specific planning of bone an-
chored hearing aids. Research cooper
ation with 1000shapes GmbH and Un-
fallkrankenhaus Berlin-Marzahn (UKB).

IN A NUTSHELL
We establish demonstrators of 
complete software pipelines 
covering medical image data 
processing, geometry recon-
struction, biomedical simula-
tion and therapy planning. Nu-
merical developments focus on 
adaptive solvers for PDEs de-
scribing biomechanics or physi-
ological processes and optimi-
zation techniques.
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1 	 Antibiotic drug molecule 
interacting with different, super-
imposed bacterial target pro-
teins

1
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Mathematics, visualization 
and informatics join forces 
in molecular research
Small molecules like drugs have effects on humans. 
Some of these effects may be desired in a medical treat-
ment. For a sustainable design of functional molecules, 
however, it is necessary to analyze undesired side ef-
fects, too. Only very efficient modelling and simulation 
approaches can tackle this problem. 

DESIGN OF 
FUNCTIONAL  
MOLECULES

FOR FURTHER INFORMATION PLEASE CONTACT:
Dr. Marcus Weber | weber@zib.de | +49 30 84185-189!
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CONTROLLING
RISK EMERGING 
FROM DRUGS IN 
THE WATER 
CYCLE

1

After passing through our body rem-
nants of drugs get into the water 
cycle. The largest part of these drug 
wastes are degraded in water pur
ification processes. However, traces 
of the drugs themselves and in par-
ticular their transformation prod-
ucts can still be found in our drink-
ing water and constitute a significant 
threat to our health. Systematical 
research on the transformation pro-
cess has started only a few years ago. 
Just recently first ideas of how to 
save the water cycle from potential 
risks have been presented.
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ANTIBIOTICS  
RESISTANCE
Since 2011, Vedat Durmaz is working at 
ZIB for the research project “TransRisk” 
funded by the Federal Ministry of 
Education and Research. TransRisk 
deals with the characterization, com­
munication and minimization of risk 
emerging from new pollutants and trans­
formation products in the water cycle. 
Together with Harald Mückter at LMU 
Munich, about 30 transformation prod­
ucts have been identified for the anti­
biotics sulfamethoxazole SMZ (Fig. 
2). Transformation products may also 
have an antibiotic effect and, thus, can 
cause the increase of antibiotic resistant 
bacteria

“With our computational strategy it 
is possible to prioritize the transform­
ation products for further toxicological 
investigations”, Vedat Durmaz says. The 
aim is, e.g., to compare the 30 transform­
ation products with SMZ and to esti­
mate which one has similar effects on 
the essential bacterial target protein.  
Marthe Solleder, a student of Vedat 
Durmaz, translates the molecular struc­
tures of the transformation products into 
physical models in the computer. On the 
basis virtual screening of all possible 
transformation products via molecular 
simulations are possible [12, 13]. By this 
strategy, previously unknown transform­
ation products have already been iden­
tified that exhibit significantly strong  
antibiotic effects but are hardly degrada­
ble by water cleaning technology. 

ESTROGENE  
EFFECTS
The virtual screening concept has al­
ready been successful for the estima­
tion of estrogenic effects caused by 
transformation products. In this case, the 
target protein is the human estrogene re­
ceptor. In a cooperation with Christian 
Piechotta from the Federal Institute for 
Materials Research, the relative bind­
ing affinities measured in the laboratory 
were compared with the results from 
molecular simulations. “We found a 
very high correlation between these two 
quantities”, Marcus Weber, leader of the 
ZIB working group, says [12]. 

1 	 ZIB provides 3D facilities for the de-
sign of functional molecules 

2 	 A simple test in laboratory shows 
that a transformation product of SMZ 
has an antibiotic effect. This transform
ation product can be found in the water 
cycle and is less degradable compared 
to SMZ.

2

N4-ACETYL-SMZ

SMZ
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INTMOL-INTMOL COMPLETE 
FORCE COMPUTATION +

TWEAKING
MOLECULAR 

SIMULATIONS 
FOR MANY-CORE 

PROCESSORS

INITIALIZATION
 +
MINIMIZATION 
OF WATER 
ENVIRONMENT
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INTMOL 
MD-STEP

MC
every~19
MD-STEPS

CONCURRENT  
KERNEL EXECUTION
One possible solution for modern many-
core processors is to utilize the feature 
of Concurrent Kernel Execution, mean­
ing that multiple computational tasks are 
offloaded to the many-core device so that a 
higher resource utilization and significant 
speed-ups can be achieved. Thomas 
Steinke, the head of the supercomput­
ing group at ZIB, explains a problem with 
this approach: “Although the Concurrent 
Kernel Execution feature is offered on 
the Nvidia Fermi GPU architecture we 
identified weaknesses in its implementa­
tion.” Together with cooperation partners 
his group developed an alternative ap­
proach to allow for a higher computational 
throughput for molecular simulations [1]. 
The software GLAT [2] is based on a new 
idea of how to compute the interactions of 
surrounding water molecules on many-
core processors (see Fig. below).

EXPLANATION  
BOX
Heterogeneous computer archi-
tectures with many-core proces-
sors like general-purpose graph-
ics processors (GPU) or Xeon Phi 
provide data processing capabili-
ties which are an order of magni-
tude larger than today’s standard 
multi-core CPUs. This computa-
tional potential can be profitably 
unlocked for molecular simula-
tions if the implemented algo-
rithms are highly parallel and the 
problem size suitable large. Oth-
erwise, these resources cannot be 
fully utilized and, thus, speedups 
are rather unlikely.

As described above, the simulation of 
drug-like molecules and the predic-
tion of their interaction properties 
are of great interest. Unfortunately, 
for these small-sized molecular spe-
cies, traditional computational ap-
proaches fail to benefit from many-
core processors simply due to their 
insufficient problem size. Even if one 
considers molecules in its aqueous 
environment, when solvation effects 
have to be taken into account, all- 
atom simulations including suffi-
ciently many water molecules tend to 
be still too small-sized to exploit the 
computational capabilities.

HIGH SPEED-UP  
FACTORS
“We continued our architectural ana­
lysis on today’s many-core platforms 
NVidia Kepler GPU and Intel Xeon Phi”, 
Thomas Steinke says. His group demon­
strated improvements of vendor archi­
tectures and the advantages of their soft­
ware approach [14, 15]. “With two Xeon 
Phi processors we can handle twice the 
number of simulations with almost no 
increase in the overall execution time”, 
he explains the advantages of the new 
approach which helps researchers in the 
CMD group to approach more advanced 
problems. 

WATER MD-STEP

	 XEON PHI

	 HOST

H   Phi: Positions IntMol

Phi   H: Energies

CONVERGENCE CHECK
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COMPUTATIONAL
DRUG DESIGN

Small molecules not only lead to un-
desirable effects. Our new molecular 
simulation methods are also able to 
investigate new drug candidates for 
clinical research. The CMD work-
ing group at ZIB has successfully in-
vented a new pain relief drug concept.

1
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DESIGN OF  
PAIN RELIEF  
DRUGS 
Opioid agonists, like the well-known 
morphine, are essential analgesics in the 
treatment of moderate up to severe pain. 
Prof. Stein from Charité Berlin explains 
the problem: “Systemically applied con­
ventional opioid agonists activate opioid 
receptors (Fig. 1), resulting in analgesia. 
The use of currently available opioids, 
however, is limited by major adverse side 
effects such as the central or intestinal 
effects [16, 17].” The aim of a BMBF co­
operation project is to design opioids act­
ing selectively outside the brain and gut 
to avoid such side effects.

Olga Scharkoi (Fig. 2) from the 
Computational Molecular Design work­
ing group describes the idea: “We want 
to activate peripheric opioid receptors 
only in inflamed tissue. This tissue has 
a lower pH-value than healthy tissue.” 
By the use of conformation dynamics  
methods, three opioid candidates have 
been proposed, which are presently  
undergoing successful in-vitro and in-
vivo experiments at Charité [18, 19].

MECHANISMS  
OF OPIOID  
RECEPTORS
Besides the design of new drugs, the 
low pH-value in inflamed tissue is sup­
posed to have further effects on the opi­
oid receptor and the activation process. 
Martina Klimm is a fellow of the SALSA 
graduate school. She points out: “Because 
the opioid receptor system is rather com­
plex, classical molecular simulation 
methods are not leading to sufficient ​re­
sults. One has to use our new methods to 
obtain statistically appropriate amounts 
of data from molecular simulation.” A 
lot is known about the rhodopsin recep­
tor which is a very similar G-protein- 
coupled receptor. The available simu­
lation data for rhodopsin can be recon­
sidered for the opioid receptor. Martina 
Klimm describes her work: “The chal­
lenge is to derive the global behavior of 
the opioid receptor from the available 
local samplings of the rhodopsin re­
ceptor. For this we invented direct re­
weighting strategies [20].” In order to 
analyze the huge statistical data in the 
end, coarse graining methods are needed 
[21]. Together with spectroscopic experi­
ments performed at Technical University 
Berlin, within the group of Prof. Peter 
Hildebrandt, the results will help to  
understand the effects of analgesics at 
different pH-values.

1 	 Opioid and -opioid-receptor within 
its aqueous-membrane surroundings 

2 	 Publication in »Bild der Wissenschaft« 
concerning the opiod design.

2
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CAVITY 
DETECTION
IN MOLECULAR 
STRUCTURES
Opioid receptors are located in the 
cellular membrane. Membrane pro-
teins are often used for the trans-
port of signals or for pumping ions by 
forming cavities. 

The visual reconstructions of the 
geometrical shape of cavities are of 
high interest. During the last dec-
ades many algorithms have been 
presented to achieve this. However, 
the geometrical accuracy of most of 
these algorithms is often insufficient. 
Additionally, many techniques are re-
stricted to compute only a small sub-
set of the internal cavities.

1 	 The molecular structure visible in 
ball-and –stick representation is the tem-
plate-detecting part inside a MIP. Isosur-
faces show the most probable position 
of polymer atoms which form a specific 
binding cavity for the template molecule. 
The flexibility of the template molecules 
is indicated with a »cloud«.
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GENERALIZED 
VORONOI  
DIAGRAMS
To overcome these limitations, the visu­
alization group of Hans Christian Hege 
developed a new approach based on the 
generalized Voronoi Diagram for spheres 
that represent the atoms [22, 23]. Norbert 
Lindow is a coworker in this group: “We 
have implemented an efficient algorithm 
to compute the Voronoi (see Fig. 1, page 
46) diagram and to extract and visualize 
all cavities in a molecule at once.”

MOLECULAR  
IMPRINTING –  
AN EMERGING  
TECHNOLOGY
The mechanisms which are responsible 
for the formation of binding cavities are 
very important for the studies of mo­
lecularly imprinted polymers (MIPs) 
[24]. “This understanding will facilitate 
the rational development and the actual 
preparation of MIPs, in particular, of 
MIPs with intrinsic signal generation”, 
says Knut Rurack the cooperation part­
ner from the Federal Insitute of Materials 
Reseach and Testing: “Since several dec­
ades, the concept of molecular imprint­
ing is successfully explored as a synthetic 
alternative to immunochemical recogni­
tion methods [25].” The molecule to be 
detected by the MIPs is denoted as tem­
plate molecule. Vedat Durmaz from the 
CMD working group creates physical 
models for each proposed polymer mix­
ture: “Each polymer mixture is simulated 
on the computer twice, once with tem­
plate molecule in it and once without.” 
From this computational data the cavity 
forming quality is derived in order to find 
the best MIP with the most specific bind­
ing of the template molecule.

MOLECULAR  
CAVITY  
DYNAMICS
The internal cavities of proteins are dy­
namic structures and their dynamics 
may be associated with conformational 
changes that are required for the func­
tioning of the proteins. In order to study 
the dynamics of internal protein cav­
ities, appropriate tools are required that 
allow rapid identification of the cavities 
as well as assessment of their time-de­
pendent structures. In a cooperaion with 
Ana-Nicoleta Bondar from FU Berlin 
[26, 27], the visualization group of Hans 
Christian-Hege applied their above men­
tioned static cavity detection algorithm 
to dynamic data from molecular simu­
lations. “Initially, the cavities are com­
puted for each time step separately”, 
explains Norbert Lindow: “The new fea­
ture allows the user to interactively se­
lect a set of cavities in an arbitrary time 
step and trace them over time.” By this 
procedure the geometrical overlap of 
cavities of consecutive time steps is 
analyzed. Another coworker in the visu­
alization group is Daniel Baum: “Our 
techniques for visualizing the cavity dy­
namics in a single image helps to ana­
lyze the behavior of the cavity structure. 
Apart from the shape dynamics one can 
also analyze topological events like splits 
and merges by inspecting abstract graph 
representations.”

1
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ADVANCED 
MATHEMATICAL 
METHODS FOR 
MOLECULAR 
SIMULATION

1 	 Voronoi diagram of possible molecu-
lar pathways through a protein structure.
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REBINDING  
EFFECTS
Classically ligand receptor interaction 
is described using a key-lock analogy: 
the ligand (the key) seeks for a suitable 
binding site at the receptor (the lock). 
“However, this analogy is no longer jus­
tified, when considering a real docking 
process in a thermodynamic environ­
ment”, Konstantin Fackeldey from the 
CMD working group argues: “Here, the 
ligand and the receptor are flexible and 
constantly in motion. Moreover, a recep­
tor often has more than one binding site.” 
The receptors and the ligands can be pre­
sented in a multivalent manner, allowing 
for a simultaneous binding on multiple 
sites. This kind of binding is investigated 
together with the Collaborative Research 
Center CRC 765 located at FU Berlin. In 
the joint project it has been figured out 
that the spatial arrangement of multiva­
lent ligands and receptors [28, 29] lead 
to faster association and slower dissoci­
ation kinetics if the ligands approach the 
receptors. 

One class of efficient simulation  
methods to model such a binding process 
are a special class of conformations dy­
namics algorithms, the so-called Markov 
State Models, that aim at a partition of the 
state space into subsets such that the dy­
namical behavior of the system can be de­
scribed in terms of transition probabilities 
which lead to a much better understand­
ing of the processes.

NEW MATHEMATICAL 
APPROACHES
All conformation dynamics approaches 
like Markov State Modelling require a 
Galerkin discretization of the under­
lying transfer operator. Despite consid­
erable progress in the theory of trans­
fer operators and metastability in the 
last decade, fundamental problems are 
still open. Adam Nielsen, working at 
ZIB as a graduate fellow at the Berlin 
Mathematical School, the joint gradu­
ate school of Berlin’s mathematics insti­
tutes, has solved one of these problems: 
“We were able to show for which classes 
of ansatz spaces a set-based Galerkin 
discretization of the generalized trans­
fer operator converges strongly in the L2 
norm” [30]. 

Besides such rather fundamental results 
the research at ZIB still aims at novel algo­
rithmic breakthroughs. One of the main 
algorithmic challenges in MD still is ef­
ficient generation of rare event statistics: 
Most of the available approach to sam­
pling rare event statistics suffers from 
very large variance and the need to sam­
ple very long MD trajectories [31, 32]. 
Very recently the CMD group and work­
ing groups at FU Berlin have joined forces 
to develop a novel approach that allows 
for the construction of low variance es­
timators while keeping required trajec­
tories short. The key idea is to use non-
equilibrium driving protocols to enforce 
the rare event under consideration, thus 
pushing it to shorter time scales. Novel 
mathematical results show that there is 
an optimal driving protocol that allows 
for reproduction of the exact equilibrium 
rare event statistics via the non-equilib­
rium sampling with zero variance. Wei 
Zhang, a postdoc at the CMD group, has 
even been able to show that suboptimal 
low variance estimators can be computed 
using low-dimensional reaction coordi­
nates of the system. “These surprising re­
sults are the basis of the development of 
a new class of rare event simulation algo­
rithms”, Christof Schütte explains the fu­
ture strategy of ZIB in this field. 

1
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MATHEMATICS 
IN TRAFFIC 

AND TRANSPORT
Public transit, railways and air transport are all about 
timetables, schedules and plans. What else is this 
than a gigantic optimization problem? Its solution 
“cries” for optimization methods. And these are now 
available: Modern IT provides the necessary data and 
control, and mathematics the “artificial intelligence” 
that we need to solve the transportation problems of 
today. Traffic and transport can play a leading role in 
establishing mathematics as a key technology of the 
21st century in industry and society and, once again, 
become a driving force of innovation.

Will transport become 
again a revolutionary 
key technology?
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WHAT IS THE 
NEXT KEY 

INNOVATION?

Traffic and transport have always been 
key industries in the history of man-
kind. Progress often came from revolu-
tionary innovations in vehicle technol-
ogies such as domesticated animals, the 
wheel, sailing ships, railways, subways, 
cars, and aircraft, as well as from the 
buildup of corresponding infrastruc-
ture networks and suitable organiza-
tional structures with which the trans-
portation problems of their time could 
be solved, see Fig. 1.

»A model that might have taken a 
year to solve 10 years ago, might 
now solve in less than 10 seconds.«

1815 1853 1918

STEAM ENGINE, 
TEXTILE INDUSTRY

ELECTRIFICATION (STEEL,  
MASS PRODUCTION, CHEMISTRY)

RAILWAYS MASS 
TRANSPORT

1. Kondratieff 3. Kondratieff2. Kondratieff

1840s 1940s1890s1780s

1

4. Kondratieff
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TODAY’S  
TRANSPORTATION  
CHALLENGES
These arise from urbanization, ageing 
societies, and a general scarcity of re­
sources, including environmental ones. 
More than half of the world population 
already lives in cities, more will, and 
everybody has witnessed chaotic traf­
fic situations in the megacities of Asia, 
America, or Africa. In Europe, people also 
move into the cities, depopulating the 
countryside, with mostly elderly people 
staying. In general, costs for traffic and 
transport are rising, and people complain 
about congestion and pollution.

WHAT  
CAN WE  
DO?
It would be great if a technological break­
through like a teleporter would come to 
our rescue, but this is unlikely − and we 
also do not need it! We witness signifi­
cant progress on improving the efficiency 
of the existing vehicle technologies by 
downsizing engines, new fuels, better 
aero- und hydrodynamics, and by using 
modern information technology for trip 
planning and route guidance, online in­
formation, and internet ordering. In fact:
The existing means of transportation 
could be extremely efficient, if their sys­
tem advantages would be put to use and 
the disadvantages could be avoided.

All we need is to make efficient use of 
these technologies, and the key to this is 
mathematics and information technology.

WHY MATHEMATICS  
CAN IMPROVE TRAFFIC 
AND TRANSPORT
This is actually an old dream, at least 100 
years old. Nobel laureates like Leonid 
Kantorovich and Tjalling Koopmans 
had it, and operations research was the 
discipline that tried to put it into practice 
in the 1960s. We know it didn’t work that 
time. But things have changed. Modern 
IT can provide all needed data and con­
trol. Computing power has increased 
dramatically. And what is not widely 
known: mathematical algorithms have 
improved at least as much as CPUs. Pro­
gress in computing speed and algorithms 
multiplies, making it now possible, for 
the first time in history, to solve large 
scale transportation problems to proven 
optimality. Traffic and transport are par­
ticularly suited to be optimized. They can 
spearhead revolutionary applications of 
mathematical optimization methods in 
industry and society [33].

2014

HEALTH CARE,  
UNSTRUCTURED INFORMATION,  
MATHEMATICS

INFORMATION TECHNOLOGY, 
STRUCTURED INFORMATION 

AUTOMOBILES,  
INDIVIDUAL MOBILITY

6. Kondratieff5. Kondratieff4. Kondratieff

1980s 1 	 Several (Kondratieff)
waves of innovations here 
triggered by progress in 
traffic and transport.
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MATHEMATICS
IN PUBLIC 
TRANSIT

SUCCESS  
STORIES IN  
VEHICLE 
SCHEDULING
Vehicle scheduling is about the “flow” of 
multiple types or “commodities” of ve­
hicles through a graph of timetabled and 
deadhead trips (see Fig. 1). In Berlin, e.g., 
more than 1,000 buses of 50+ types serve 
more than 28,000 timetabled trips a day, 
connected by 100 million possible dead­
head trips. Algorithmic techniques such 
as Lagrangean pricing, developed at ZIB, 
can identify the relevant parts of such gi­
gantic graphs, and solve such problems to 
proven fleet optimality. Our BVG results 
still mark a world record in this area. The 
system-wide view allowed for shifts of 
vehicles between the morning peaks in 
the Eastern and Western parts of the city, 
resulting in substantial savings.

Optimization and public transit fit 
well together. The rotations of buses 
and subways, and the schedules of 
their crews are nowadays commonly 
computed by optimization algo-
rithms. Vehicle and crew scheduling 
lead to classical combinatorial opti-
mization problems on network flows 
and path covers that are nowadays 
well understood. A solid theory and 
powerful algorithms have led to the 
development of mathematical vehicle 
and crew “optimizers”. These are on a 
mature level and available within the 
leading software systems for public 
transit companies [34].

COMBINING  
ALGORITHMS  
FOR INTEGRATED  
PLANNING
Similar, but more complex methods, are 
used to schedule crews, producing a pro­
cess chain, in which vehicles are sched­
uled first and crews second. Of course, 
doing both steps at the same time would 
be even better, and this type of integrated 
scheduling is a very active research topic. 
ZIB has pioneered this area by develop­
ing a bundle method, that allows the inte­
grated optimization of vehicle and crew 
schedules for regional scenarios. This 
approach is based on a Lagrangean relax­
ation of the problem, which assumes that 
the two parts of the problem can also be 
addressed independently. This is some­
times a problem, for example in staff ros­
tering, where it is hard to come up with a 
crew roster for a month if one has no idea 
about the daily duties. We have recently 
shown that Bender’s decomposition ap­
proaches can work in such a setting. 
Integrated optimizers based on Lagrange 
and Bender’s approaches will be the next 
level of optimization in public transit 
optimization.
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WHY NOT  
OPTIMIZE THE  
BIG DECISIONS?
All of these methods only deal with im­
plementing a given service at minimum 
cost. The real potentials, however, lie 
in the optimization of the public trans­
port system itself. The network and the 
line plan, the timetable, and the fares 
can be optimized in order to find a best 
compromise between quality and costs. 
These problems deal with passenger be­
havior and are mathematically difficult. 
ZIB has developed a theory of path con­
nectivity in order to solve line planning 
problems with a dynamic passenger rout­
ing, including a novel method to deal with 
direct connections and transfers. This 
model has been used to compute the line 
plan that is in operation at ViP Potsdam, 
a real breakthrough in this area.

1

1 	 The typical star-shaped structure of 
an urban vehicle scheduling graph (only 
timetabled trips, time goes upwards).
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RAILWAY 
OPTIMIZATION 

FINALLY 
WORKS

Railways are at the origins of traffic 
optimization, because trains must op-
erate according to precisely planned 
schedules. Early works such as 
Tolstoí’s augmenting cycles, Ford and 
Fulkerson’s theory of network flows, 
and Charnes and Miller’s set parti-
tioning approach were all invented 
for railway applications. These are, 
however, difficult: trains must keep 
safety distances, vehicles must be 
combined into trains, etc., i.e., rail-
ways require integrated planning ap-
proaches with an eye to many details.

1

Image courtesy: www.siemens.com/presse
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WHY RAILWAY 
OPTIMIZATION IS 
SO DIFFICULT
Vehicle rotation planning (vehicle sched­
uling) must include train composition, 
and cannot be done on the level of in­
dividual vehicles, as in public transit. 
Extending bus rotation models by add­
itional constraints did not work. In a pro­
ject with DB Fernverkehr AG, we came up 
with a model that expresses transitions 
of vehicles in a train and the formation 
of trains from vehicles by configuration 
variables, that can be viewed as hyper­
arcs in a scheduling hypergraph, and con­
sequently, vehicle rotations correspond 
to hyperflows. We have started to develop 
an algorithmic theory of hypergraphs 
that allows to solve, for the first time, 
large scale railway vehicle rotation plan­
ning problems for the entire ICE fleet of 
Deutsche Bahn on a strategic planning 
level. Now that the basic approach works, 
we can start to develop adaptive discret­
ization techniques in order to address 
more detailed dated problems closer to 
the day of operation. 

TRACK  
ALLOCATION
Once the rotations have been determined, 
train paths have to be embedded into the 
available network infrastructure. To this 
purpose, trains have to be assigned to 
particular tracks and platforms, and at 
precise times, such that minimum head­
ways and other safety and technical con­
straints are satisfied. This so-called track 
allocation problem is also useful to deter­
mine infrastructure capacities in invest­
ment planning, or in a marketing process 
that allocates capacities according to the 
highest bid (this is actually prescribed 
in the German railway legislation). The 
track allocation problem is notoriously 
difficult. ZIB has developed a novel ap­
proach that is based on the consideration 
of train configurations on railway track 
segments using a bundle approach. With 
this technique, it was possible to solve, 
for the first time, instances involving sev­
eral hundred infrastructure elements 
and several hundred trains. We used this 
method in project with the Swiss rail­
ways SBB in order to analyze the capacity 
of the Simplon corridor through the Alps 
under different regimes of operation [35].

Railway optimization has finally 
started to work. Enormous potentials 
wait to be uncovered. These can substan­
tially increase the overall attractivity of 
the railway system.

1 	 ICE high speed trains can consist of 
several railcars in different orders and 
orientations.
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AIR TRAFFIC 
OPTIMIZATION 

FLIES
The airline industry started to boom 
in the eighties. Networks were re
organized in a hub-and-spoke fashion, 
new low cost carriers emerged, and 
prices fell, sometimes to unbelievably 
low levels. Many of these changes are 
closely linked to progress in math
ematical optimization. Ticket prices 
are the result of sophisticated demand 
forecasts and revenue maximization 
methods that try to segment the mar-
ket and skim the customers’ willing-
ness to pay. Efficiency increases are 
due to fleet, aircraft rotation, and crew 
scheduling, they were first applied 
here at an industrial level. Today, all 
planning processes in the airline in-
dustry are heavily supported by math-
ematical optimization methods.

1
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FUEL EFFICIENT  
AIRCRAFT  
TRAJECTORIES
Air traffic has nowadays also reached 
a density where the airspace becomes 
crowded. Air traffic control reacts by en­
forcing more and more traffic restrictions. 
Their complexity has reached a level at 
which traditional optimization methods 
for aircraft trajectories are at their limits, 
and the increasing ranges of modern air­
crafts don’t make the task easier, see Fig. 
1 . New methods are needed in order to 
compute fuel efficient trajectories subject 
to changing weather conditions and com­
plex air traffic restrictions. We investigate 
this problem in a new project with Luft­
hansa Systems Berlin, the manufacturer 
of the market leading LIDO software sys­
tem for aircraft trajectory optimization.

1 	 Air traffic network.

FAILURE  
SAFE  
PLANNING
In fact, efficiency has been pushed to a 
level that has eliminated many traditional 
buffers. In such a system, disruptions and 
delays can spread easily and it can hap­
pen that a plan that looked perfect on 
paper turns out to be very bad under only 
slightly unfavorable conditions. The con­
sequence is to optimize not only under 
ideal conditions, but to anticipate pos­
sible failure situations. There are various 
concepts how to do that, ranging from 
stochastic optimization, which assumes 
complete knowledge of the probabilities 
of all possible failures, via a safeguard­
ing against a worst case in robust opti­
mization to online optimization without 
knowledge about the future. Failure safe 
planning is of course much more difficult 
from an algorithmic point of view, and it 
is not only a purely mathematical ques­
tion to find the right concept. 

MAKING AIRCRAFT  
ROTATIONS  
ROBUST
Computing robust rotations that can ab­
sorb delays up to a certain point by ju­
diciously allocated buffer times is one 
question of this type. We have proposed 
a stochastic optimization concept that 
is based on propagating delays along in­
dividual aircraft rotations by an efficient 
computation of delay convolutions. It 
turned out that delays depend on rela­
tively few factors, such that the associ­
ated probabilistic delay model can be 
used for forecasts. In simulations, reduc­
tions in expected propagated delays of up 
to 10% could be demonstrated [36].
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INDIVIDUAL 
TRAFFIC

Car traffic is much more “anarchistic” 
than public transit. Rail and air traf-
fic require optimization by a central 
powerful agency. Car traffic is more 
like a game, in which players pursue 
their interests and finally arrive at 
some kind of equilibrium solution. 
In fact, if we get stuck in a traffic jam 
every morning, we will try alterna-
tive routes, until we cannot improve 
our travel times any more. If we want 
to optimize car traffic, we must there-
fore take user behavior into account. 
This is, of course, difficult to predict. 
On the other hand, it is even more dif-
ficult to come up with a good system 
by trial and error, or by relying on 
some kind of evolution.

GOLM-(P)-BAHNHOF

BAHNHOF-PARK-SANSSOUCI

KIRSCHALLEE

RATHAUS

PLATZ-DER-EINHEIT

S-POTSDAM-HBF S-BABELSBERG/POST

MAGNUS-ZELLER-PLATZ

NEU-FAHRLAND, HEINRICH-HEINE-WEG

1
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INSPECTORS 
AGAINST FARE 
EVADERS
Highway fees are an example of an in­
strument that can be used to control in­
dividual traffic, in this case, truck traffic. 
In Germany, all trucks with a weight of 
at least 3.5 tons have to pay a highway fee 
depending mainly on the distance trav­
elled and the vehicle weight. The toll is 
enforced by automatic gantry bridges and 
by highway inspectors, which perform 
mobile controls. In this case, the game is 
how to allocate the mobile controls in such 
a way as to establish a maximal level of con­
trol. In a project with the Bundesamt für 
Güterverkehr, which carries out these con­
trols, we have developed a game theoretic 
approach to this problem, that predicts the 
behavior of fare evaders and plays a sto­
chastic maximum control strategy against 
them. Moreover, the strategy can even be 
published without losing its efficiency. 
Such a strategy is way more effective than 
controlling, e.g., by the level of usage [37].

OPTIMIZING  
TRANSPORTATION 
SYSTEMS
Mathematical optimization has just 
started to unveil its enormous potentials 
in traffic and transport optimization. 
These are needed in order to solve the 
gigantic transportation problems of the 
present and future. Mathematics cur­
rently contributes most to operational 
planning problems to allocate and 
schedule vehicles and crews. This is im­
portant, but has a much smaller leverage 
than the big decisions of system design, 
see Fig. 1. It is not a good idea to pour 
the concrete first and think about an 
optimal operation of the resulting sys­
tem afterwards. More effort must be in­
vested into good planning, and mathem­
atics is the key technology that makes 
the difference. This certainly also needs 
substantial mathematical progress. The 
start has been made, and the perspective 
is there: Mathematics can revolutionize 
traffic and transport.

BAHNHOF-MEDIENSTADT-BABELSBERG

JOHANNES-KEPLER-PLATZ

1 	 The public transport line system in 
Potsdam has been optimized for a best 
possible compromise between cost and 
quality of service.
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Our society has become digital. The Internet is omnipresent. 
We read, listen, and view content through data streams. We save 
mails, photos, videos, music, personal and work-related data in the 
virtually unlimited Internet cloud. We utilize search engines to ac-
quire new knowledge. We quantify ourselves by constantly pro-
viding information to the Net and to our “friends and followers”. 
What we do, where we are right now, how many steps we have 
made and the calories we have consumed is often shared with the 
world automatically . Those who do not also embrace a digital life-
style may soon be sidelined.

Challenge accepted!

FOR FURTHER INFORMATION PLEASE CONTACT: 
Prof. Dr. Thorsten Koch | koch@zib.de | +49 30 84185-213!
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Even supposedly archetypical analogue 
areas such as those venerable institu­
tions preserving our cultural heritage or 
humanities research, have arrived in the 
digital age. Thus, archives digitize files 
and estates in order to save them from 
decay. These collections archive increas­
ingly more digitally born files. Museums 
present digital representations of their 
analogue collections in portals, such 
as the German Digital Library or the 
Europeana, entire art forms such as 
video installations, are developed purely 
digitally. Libraries buy electronic books, 
journals and databases and administrate 
licenses instead of shelf metres. But, also 
science acts digitally. Increasingly, not 
only publications are considered to be 
the result of often long years of scientific 
work, but also the underlying research 
data. Besides classical research data such 
as results of measurements or observa­
tions, due to the increasing digitization of 
humanities, data records that supposedly 
do not fall into the area of research also 
become the subject of investigation. For 
instance, social behavioural patterns may 
even be extracted from series of “Twitter 
feeds” that appear superficial. Another 
research area in humanities is concerned 
with investigations about how far mod­
ern, to a certain extent equalizing com­
munication channels may even influence 
the development of societies.

PRESERVING 
OUR DIGITAL 
HERITAGE
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An example for this is the “Arab Spring”, 
which gained significant momentum by 
the uncensored coverage in so-called 
“Social Networks”. Due to their tem­
poral relevance, these data collections 
are, comparable to atmospheric meas­
urements in Antarctica, unrepeatable, 
irretrievable and therefore a treasure for 
future generations of researchers, which 
should be preserved carefully. With the 
digitization of society, culture, research 
and science, a digital cultural heritage is 
growing day by day, which demands sus­
tainable preservation.

Digital cultural assets – just like ana­
logue objects – must also be adminis­
trated, preserved, maintained and be 
made available on a permanent basis 
by institutions of cultural heritage. The 
new digital collections pose enormous 
challenges on cultural heritage and re­
search institutions. The long-term and 
trustworthy safeguarding of the avail­
ability of digital information comprises 
the entire life cycle of digital objects 
which includes data management as 
well as rule-based enrichment and pro­
cessing of data, the digitization and the 
persistent long-term availability of in­
formation. All this can not be mastered 
by small and medium institutions alone. 

In Berlin, it has been decided to opt 
for a cooperative way to digitize cul­
tural assets and ensure their long-term 

availability. In 2012, the Cultural Affairs 
Department of the Federal State of Berlin 
initiated an interdisciplinary digitization 
support programme that was hitherto 
unprecedented in the whole of Germany. 
With this initiative, digitization projects 
in various institutions of cultural herit­
age in Berlin are supported financially, 
and a central consulting and coordin­
ation office of the Federal State was es­
tablished. Since 2012, ZIB has hosted this 
Service Center for Digitization Berlin, in 
short digiS. The tasks of digiS start with 
a sustainable definition of digitization. 
digiS networks the individual projects 
of the support programme, provides con­
sulting services for the implementation 
of digitization and aims at enabling in­
stitutions to play an active role in their 
digital practice. The projects supported 
represent a cross-section of the cultural 
landscape in Berlin. In total, 17 projects 
in 11 institutions have been supported 
by 2013, mainly in the area of museums. 
A survey of the projects can be found on 
the digiS Website: www.servicestelle-
digitalisierung.de. All projects within 
the Berlin support programme aim at the 
preservation of the stock just as well as 
at the creation of new entries to the col­
lections. Another goal is to pave the way 
into the large national and European cul­
tural portals such as the German Digital 
Library and the Europeana.

© Sergey Yarochkin - Fotolia.com
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If you understand digitization merely as 
photographing or scanning of an object 
or the coding of an audio recording, you 
are aiming too short. The process starts 
much earlier with a comprehensive de­
scription of the formal aspects and the 
content of the objects. This is the only 
way to capture contexts and keep an over­
view over collections containing millions 
of objects. Inventory-taking or indexing, 
and thus the capture of metadata, precede 
and accompany every digitization project. 
In institutions of cultural heritage, this 
process is largely standardized. However, 
there is no obligation to apply these 
standards homogeneously. This is where 
the longest-standing project at ZIB has its 
scope of functions. The museum project 
develops and maintains comprehensive 
software for the indexing and adminis­
tration of museum collections and stocks 
(GOS). Furthermore, the working group is 
doing research in the area of data model­
ling and data exchange. While the digital 
wave has demanded new structures for 

museums only recently, libraries, to stay 
with the metaphor, have already become 
experienced surfers. Electronic search 
in catalogues, defined metadata schemes 
for indexing, administration of electronic 
journals, ebooks and multimedia access 
portals are concepts with high penetra­
tion in the library world. The Cooperative 
Library Network Berlin-Brandenburg 
(KOBV), which has been located at ZIB 
since 1997, supports its more than 80 
member libraries by rendering develop­
ment work and services in the area of in­
dexing, presentation and search systems 
for libraries. Since the Library Congress 
2013 in Leipzig at the latest, German li­
brary networks are also discussing the 
administration and long-term preserva­
tion of research data. Since 2011 at KOBV, 
research data management beyond clas­
sical biographical description of library 
catalogues has been investigated in the 
project EWIG; starting in 2014, a distrib­
uted Humanities Data Center (HDC) will 
be developed.

COMMUNITY AND  
CAPACITY BUILDING
DIGIS, KOBV, MUSEUM PROJECT AT ZIB

Berliner Kulturleben der 60er, Fotos: Harry Croner, © Stiftung Stadtmuseum Berlin
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‘BERLINER APPELL 
2013’ – LONG-TERM 
AVAILABILITY AS A 
COOPERATIVE TASK
The joint central research task for all pro­
jects within the Scientific Information 
Department (SIS), is the actual safe­
guarding of long-term availability of 
data. By the support programme of the 
Federal State of Berlin, Service Center 
for Digitization Berlin (digiS) has been 
given the mandate to ensure the long-
term availability of digital reproductions. 
In September 2013, ZIB signed the so-
called “Berliner Appell”, which calls for 
joint reflection about the future of our 
digital society and the preservation of 
our digital cultural heritage. Since 2013, 
ZIB has also been a regular member in 
the Nestor Network of Expertise, thereby 
actively taking part in the shaping of na­
tional structures in this area.

Berliner Kulturleben der 60er, Fotos: Harry Croner, © Stiftung Stadtmuseum Berlin
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LONG-TERM 
PRESERVATION  

STRATEGIES  
AT ZIB

For digital objects to stay usable in the 
future, you actually do have to preserve 
them as intellectual entities in their com­
plex context, but change them, if needed, 
on a technological level in order to guar­
antee their long-term accessibility. 
Digital preservation is an actively main­
tained process in the presence ensuring 
the access to digital objects in the future. 
There are still lots of −analogue as well 
as digital− recordings, photographs and 
measurements that are stored without 
proper care. In geosciences there is even 
an annual data rescue award, “to improve 
preservation and access of research data, 
particularly of dark data, and share the 
varied ways that these data are being pro­
cessed, stored, and used.”

To perform a proper digital preserva­
tion, you have to be able to understand 
the objects you are curating. This is only 
possible in the future if some criteria are 
met: One is the open availability of the for­
mat specifications, the other is the lack of 
any patent or other right restraining the 
free use of the standard. These two char­
acteristics are not as widespread as we 

would like. Some file formats have been 
patented by the inventors. So, if you want 
to deal with that format in your software, 
you have to pay a license fee. Even worse, 
you could be forced to work with propri­
etary parts of vendor-provided software. 
Open Standards is a key issue in long-
term preservation. That mindset be­
comes more common with the open ac­
cess and open knowledge movement.

The Wikimedia Foundation for in­
stance describes its mission to: “empower 
and engage people around the world to 
collect and develop educational content 
under a free license or in the public do­
main, and to disseminate it effectively 
and globally”. 

Another actor in the field, the Open 
Knowledge Foundation, states its vi­
sion as: “We believe that a vibrant open 
knowledge commons will empower citi­
zens and enable fair and sustainable so­
cieties.” What is Open Knowledge? ‘Open 
knowledge’ is any content, information 
or data that people are free to use, re-
use and redistribute – without any legal, 
technological or social restriction. 

In that line of thought belongs also the 
Free and Open Source Software (FOSS) 
Movement, which spawned not only 
some of the software that is today’s back­
bone of the Internet like the Apache Web 
Server, but also a vast amount of tools 
used in the long-term preservation area. 
Some of these tools are used in a test bed 
installation of an OAIS compliant arch­
ive at ZIB. ZIB itself has more than 15 
years of experience in bitstream pres­
ervation, which is nowadays more often 
dubbed ‘passive preservation’ compared 
to the actively maintained process de­
scribed in the OAIS model.

Since more and more of the output of 
art and science is born digital, the ac-
cess to it becomes more and more fra
gile. For rendering contemporary digi-
tal cultural manifestations, a complex 
infrastructure is needed: Starting with 
the description of the data formats, via 
the software needed to interpret them 
up to the hardware running this soft-
ware. If you are lucky to find the rem-
nants of an ancient culture written in 
stone, all you need is an understand-
ing of the language. The rendering pro-
cess is no problem, since eyesight and 
sunlight are more or less stable for the 
next millennia. But imagine someone 
finding an eighty-year old 5.1/4” floppy 
disk. Given that the magnetization is 
still intact; do you have a reading de-
vice for it? Are you able to determine 
the file format? Do you happen to have 
a version of the word processor or 
worse the database application used to 
create it? The answer to all that ques-
tions is most probably: no.
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DIGITAL 
HUMANITIES  
AND HUMANITIES  
DATA CENTER
The term Digital Humanities originally just 
referred to computer-assisted methods in 
the humanities. The increased opening of 
digital data sources, the world-wide net-
working of these resources, and the pos-
sibility to process huge amounts of data 
(keyword: Big Data) have widened the 
concept of Digital Humanities in the re-
cent years.

Digital research data infrastructures have 
been present for more than 50 years, e.g., 
in the geosciences with their World Data 
System. So far, most of the humanities nei-
ther have research data infrastructures 
nor the resources to run them on their 
own, although there is a growing need 
for quality-assured long-term archiving, 
re-use of and online access to digital re-
search data, too. Some digital research 
collections for the humanities are already 
maintained by institutions such as DNB, 
DDB, Europeana or IANUS. They, howev-
er, cover only a fraction of the relevant re-
search data.

The purpose of the Humanities Data 
Center granted in 2013 (and funded by 
the Niedersächsisches Ministerium für 
Wissenschaft und Kultur for the period 
2014 -2016) is to assume responsibility for 
data hitherto not available in sufficient 
digital quality for research purposes and 
for research data from branches of the hu-
manities currently having no correspond-
ing long-term repository. The partners of 
ZIB in this project are: Berlin-Branden-
burgische Akademie der Wissenschaf-
ten, Gesellschaft für wissenschaftliche 
Datenverarbeitung Göttingen, Akade-
mie der Wissenschaften zu Göttingen, 
Max- Planck-Institut zur Erforschung mul-
tireligiöser und multiethnischer Gesell
schaften Göttingen, Niedersächsische 
Staats- und Universitätsbibliothek Göt-
tingen.

OPEN 
SOURCE IN 
LONG-TERM  
PRESERVATION
Building on the extremely robust stor-
age infrastructure at ZIB, a long-term 
archiving system with different ser-
vice levels to preserve technical avail-
ability as well as availability in terms 
of content also for heterogeneous data, 
is to be developed. The individual ser-
vice levels are directly dependent on 
the requirements of the various part-
ners (institutions of cultural heritage 
and research institutions). In this way, 
the previous approach of a “Swiss bank 
deposit box” will be complemented 
successively by standards-compliant 
services for long-term archiving.

First tests with the open-source system 
Archivematica have convinced particu­
larly because the business logics of the 
OAIS model (see above) can be mapped 
by means of extremely transparent 
micro services that can be modelled on 
a granular level. In this way, diversity of 
data as well as partner-specific require­
ments for individual long-term availabil­
ity / curation levels can be taken into ac­
count. In its functionalities and services, 
Archivematica does not orient itself to­
wards the implementation of a complex 
overall system, but institute-specific pres­
ervation policies and the tasks and goals 
embedded there. Jointly with the Yale 
University Library, MoMA, the University 
of British Columbia and the Rockefeller 
Archive Center, ZIB is engaged in the fur­
ther development of Archivematica.
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EWIG
EWIG stands for “Entwicklung von Workflowkomponenten für die Langzeitarchi
vierung von Forschungsdaten in den Geowissenschaften” (Development of work-
flow components for the long-term archiving of research data in geosciences). 
The project funded by the DFG aims at supporting the transfer of research data 
from different research environments into digital long-term archives. For this pur-
pose, EWIG has identified three focal points. On the one hand, the development 
of rules for the handling of research data that should be generic in the beginning 
and ideally be accepted in the entire institution later, so called policies. On the 
other hand, exemplary workflows are developed, which enable the transfer of re-
search data to an OAIS-compliant long-term archive (see ISO Standard 14721:2012) 
on the basis of Free and Open Source Software (FOSS) components. The third 
aspect addresses topic-specific qualification. In this context, ‘archived’ research 
data are analyzed in a manner of speaking as an archaeological item in geoscien-
tific teaching. The student learns what type of metadata is relevant and required 
for the interpretation of preserved data. This is accompanied by a handout to 
teachers for teaching in the field of research data management. 

Project partners: ZIB, Helmholtz-Zentrum Deutsches GeoForschungsZentrum 
Potsdam and Institut für Meteorologie der Freien Universität Berlin. Funding: 
DFG. Duration: 2011-2014.

Zersetzter Film in Dose, Jürgen Keiper, cc-by-nc
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ACCESS  
TO CONTENT
In order to enable comfortable access 
to saved data, the use of a repository 
middleware is required. The open-
source software Fedora Commons 
and Islandora as potential Web front 
end are currently being evaluated 
with regard to search and access to 
the data of the long-term archive. 
Fedora is to be used as repository 
for the data storage of derivatives 
and/or the associated metadata and 
should enable the continued right 
and role-based access to these data 
as well as the master files in the long-
term archive – also in the form of 
data harvesting via standardized and 
open protocols, such as the Protocol 
for Metadata Harvesting by the Open 
Archives Initiative (OAI-PMH). 

Thus, not only the institutions them­
selves, but also the broad public has 
transparent access to these data. This is 
a significantly more differentiated use 
of data, not only for science, but also, 
e.g., in the area of education or the pur­
suit of personal interests. Furthermore, 
contextualization and thus enrichment 
of data is made possible, thus creating 
additional added value [38]. For a per­
manent, unique identification of these 
research data ZIB has become a data 
center in the context of the DataCite DOI 
scheme. Based on a contract with the TIB 
Hannover, ZIB can mint its own DOIs. 
Due to the handle system underlying the 
DOI concept, the URL stored for a repre­
sentation may change, the object, how­
ever, remains reliably citable and iden­
tifiable by means of the DOI - as long 
as the URL is adjusted, if a change has 
been made. Thus, a unique and perman­
ent public referencing of these objects is 
possible for users

For the future it is planned that ZIB not 
only assures the long-term preservation 
of (research) data from cooperation part­
ners of digiS and from projects within 
the support programme, but also for data 
from member libraries of the KOBV as 
well as associated research partners. 
Since, as described above, in the sense 
of the ‘Open Science’ paradigms the 
data records underlying publications 
are moving into the focus of research, 
archiving these data records is becoming 
indispensable. 
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MUSUEM PROJECT
The project “Development of information technology tools for museums” has 
been in place since 1981 and is therefore older than ZIB itself. Its tasks include on 
the one hand the IT-technical support of inventory and documentation projects 
in museums and on the other hand the communication and distribution of inter-
nationally recognized standards within the German cultural heritage institutions.

SOFTWARE
The basic software for all projects is the GOS database system, which was origin
ally developed by the British Museum Documentation Association (MDA, in the 
meantime renamed to Collection Trust) especially for use in inventory and docu-
mentation in museums. Since 1981 it has been further developed by ZIB and is 
made available to interested museums. 

Due to close contacts to decision-making bodies, e.g. the “Fachgruppe Doku-
mentation” in the Deutscher Museumsbund and the CIDOC (Comité interna-
tional pour la documentation des International Council of Museums), ZIB is now 
well established in the field of museum documentation. The autumn meeting on 
museum documentation, which each year is jointly organized by the Fachgruppe 
Dokumentation and the Institut für Museumsforschung, has traditionally taken 
place at ZIB for more than 15 years now.

Members of the museum project participate in the “data exchange” working 
group, which was founded by the Fachgruppe Dokumentation. The working group 
is involved in the principles of structuring data required for the inventory of mu-
seum objects and examines (metadata) formats with respect to their usability for 
the needs of the different collections. The basis for this is the “Conceptual Ref-
erence Model”10 (CRM), which has been developed by the CIDOC. The work-
ing group is also active in maintaining the data harvesting format “LIDO” (http://
network.icom.museum/cidoc/working-groups/data-harvesting-and-interchange/
what-is-lido/), which has become the standard format for many museum portals.

Today ensuring the long-term avail-
ability of our digital culture and re-
search is no longer on the polit
ical agenda of Berlin alone, but also 
throughout Germany. In Berlin, with 
the support of ZIB a start has been 
made towards dedicating this topic 
the social attention and publicity that 
is appropriate and necessary in view 
of its relevance.

The project-related support of individ­
ual projects defined in the support pro­
gramme of the Federal State of Berlin 
in conjunction with the accompanying 
development of an organizational and 
technical infrastructure at ZIB, takes 
digitization / long-term preservation out 
of its niche that has become too narrow 
and turns it into a task that has to be dealt 
with strategically at ZIB and beyond.

With its existing infrastructure and 
services as well as due to its networking 
capabilities and outstanding cooperation 
among different projects and institutions 
(digiS, KOBV, museum project, ITS), ZIB 
offers excellent opportunities to tackle 
this not only technical but also social 
task. A start has been made – you learn 
on the way. 
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OPEN CULTURE, 
OPEN KNOWLEDGE,
OPEN ACCESS

Adressbuch Hannah Höch, Foto: Kai Annett Becker, © Berlinische Galerie
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SIMILARITY 
SEARCH 
AND INSECT 
CLASSIFICATION 
While humans have an intuitive understanding of the 
similarity of two objects, this task becomes complex for 
a computer. Apart from designing a meaningful similarity 
metric, scalability remains a main challenge. Use cases of 
similarity search range from time series indexing or clas-
sification to insect wing-beat detection.

Emulating the human  
intuition regarding similarity

FOR FURTHER INFORMATION PLEASE CONTACT: 
Patrick Schäfer | patrick.schaefer@zib.de | +49 30 84185-168!
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1 	 A time series can be represented by a 
point in high dimensional space. Search-
ing close points leads to finding similar 
time series.

1
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Time series are recorded from sen-
sors and other input sources over 
time. Application domains include 
personalized medicine, human walk-
ing motions, anthropology, security, 
historical documents, astronomy, or 
spectrographs. For data analysis, the 
input data must be cleaned by elim
inating erroneous, extraneous, and 
repetitive substructures. The signals 
from Electrocardiography (ECG) re-
cordings, for example, are highly re-
dundant and they may contain noisy 
or extraneous data before or after the 
sensor was connected to the patient.

1

TIME
SERIES 
SIMILARITY

BELL

CYLINDER

FUNNEL

2

1
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While a human has an intuitive under­
standing of the similarity of objects, this 
task becomes very complex for a com­
puter. A similarity measure is commonly 
used to compare two time series which 
qualifies similar objects by a small num­
ber and dissimilar objects by a large num­
ber. The most simple similarity measures 
include the Euclidean Distance (ED) or 
Dynamic Time Warping (DTW). Despite 
the fact that DTW is several decades old, 
it has shown to be highly competitive and 
is up to date used as a benchmark. ED and 
DTW have some known short comings. 
The former fails to match time series if 
they contain reordered substructures, 
like heart beats in an ECG recorded in a 
different ordering. The latter provides a 
peak-to-peak and valley-to-valley align­
ment of two time series, which fails if 
there are a variable number of peaks and 
valleys, e.g. a different number of heart 
beats in an ECG recording.

A toy example contains three basic shapes: 
bells, cylinders and funnels, whereas each 
shape is distorted by noise, see Fig. 2. For 
the human eye it is easy to distinguish 
between these curve types. Given a large 
number of these shapes both ED and 
DTW fail to capture the dissimilarity of 
the bell and funnel curves correctly. This 
toy example gives an impression on the 
difficulties that may arise with respect to 
time series similarity. In general, several 
sources of invariance like amplitude/off­
set, warping, uniform scaling, occlusion, 
and complexity have been presented. The 
three shapes require invariance to phase 
(horizontal alignment), warping (local 
scaling), occlusion (noise) and amplitude/
offset. State-of-the-art algorithms that 
provide subsets of these invariances are 
based on structure-based similarity. That 
is two time series are compared based on 
their higher level structures like reoccur­
ring or characteristic patterns. 

Interestingly, while structure-based simi­
larity measures provide very good results 
on some datasets, they are not more ac­
curate than DTW in general. We believe 
that one reason for this is that invariance 
to noise was paid little attention to and the 
similarity is often estimated based on raw 
and noisy time series data.

1 	 Electrocardiography (ECG). 
2 	 Basic shapes of curves.

Licence: http://www.publicdomainpictures.net/view-image.php?image=42716&picture=herz-ekg



Similarity Search and Insect Classification

Annual Report 201382

FROM 
REAL VALUES 

TO WORDS

CASE STUDIES USING SFA
SFA was applied in the context of:
1.	 Time series similarity search [39], 
2.	Time series classification [40],
3.	Insects wing-beat classification [41,42].

Our Symbolic Fourier Approximation 
(SFA) [39, 40, 41, 42] is a symbolic 
representation of time series. SFA is 
composed of two operations, namely 
low pass filtering and quantization. 
These aim at reducing noise from a 
time series.

SFA is a symbolic representation. That 
is, the SFA transformation of a real val­
ued time series results in a lower di­
mensional character string, named SFA 
word, using an alphabet of symbols. The 
figure 1 top represents the wing-flapping 
of a mosquito. These were recorded by a 
sensor that measures the fluctuations of 
light received by a photoreceptor as an 
insect flies through a laser beam and par­
tially occludes light with its flapping. The 
main source of misclassifications results 
almost completely from species that are 
very similar in size and morphology: aedes 
aegypti (yellow fever mosquito) male can 
be misclassified to culex tarsalis (mos­
quito) male but never as Apis mellifera 
(common bee), which is a much larger 
insect compared to mosquitoes. Figure 
1 center illustrates the SFA words over 

1 	 The query (top) is cut into windows, 
and an SFA representation (bottom) is 
calculated using an alphabet of size 26 
(»a« to »z«).

the subsequences of a time series. Figure 
1 bottom gives an impression of the in­
verse transformation of an SFA word 
which represents an area. In the con­
text of insect classification SFA smooth­
ens out anatomic differences of animals 
of the same species or other sources of 
misclassification like different entrance  
angles or speed of the insect when pass­
ing the photoreceptor.

In general SFA has two parameters: the 
size of the alphabet and the word length. 
These have the following effects:

 	Low pass filtering: Rapidly changing 
sections of a time series are often associ-
ated with noise. This can be reduced by a 
low pass filter. The SFA word length deter-
mines the bandwidth of the low pass filter.

	String representation: SFA makes use 
of quantization and character strings. 
Thereby it allows for string matching al-
gorithms to be applied. The size of the al-
phabet determines the degree of quant
ization, which has an additional noise 
reducing effect.

SFA is composed of two operations: 

1.	 Approximation using the Discrete  
Fourier Transform (DFT).
2. Quantization using a technique called 
Multiple Coefficient Binning (MCB).

Approximation aims at representing a 
signal by a transformed signal of reduced 
length. Higher order Fourier coefficients 
represent rapid changes like dropouts or 
noise in a time series. This time series is 
low pass filtered by using only the first 
few Fourier coefficients. Quantization 
adds to the noise reduction by dividing 
the frequency domain into frequency 
ranges and mapping each real val­
ued Fourier coefficient to its range. 
Our quantization scheme MCB is data 
adaptive and thereby minimizes the 
loss of information introduced by the 
quantization.
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SFA WORDS

nmmlmnlmjm 
lp n p l o n n lm 
pnomniokpk 
okommllkim 
jolpmnmnnn 
q jmnqnjqog 
l o n n n

nmllmnkmjm
l p n o l n n n l m
onomniok oj
nkommmlkhm
i p k q m n l o l o
p k l o p n i r m h
k o m n m

nkmkmmjmjh
kqmpknnokl
noommiolol
nk pmmlk l in
iolqmokomo
p k l o p o j r n h
k p m o m

n p m t k i r l k g
moppmnpnnn
s l o l o i p i q j
p l t l o i n j k l
lnp oplompk
t i q l t k m n s e
o l r j p

nhng tqing k
jqmplq jok n
oononkjkmk
mokokmimfp
f q i r k p g p k r
mmirnpgukj
h r i q j

n k m k n p j n i m
i p n o l o p n m m
p n n m m i l k n j
mmqnmomkhm
i o l q m o l o m o
p k l o q n j q n h
k o m n m

INVERSE SFA

Only for intuition: These represent areas in Time Domain (Noise reduction!)

TRANSFORM 
WINDOWS 
TO SFA

SFA

This is SFA: Words in Frequency Domain

nnknhkqmlj
kqoqmlnnmn
pmpkoin jq j
p g q k n j l j l k
lmopomonpk
s i p l s l l o r e
n m q k o

1
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A problem of time series similarity 
search is that the amount of data can 
be massive. For example, 1 hour of an 
ECG log sums up to 1 GB, or the sensors 
of a space shuttle record up to 200GB 
for each start. To avoid sequentially 
scanning the data for each query, an 
index structure must be used. A time 
series consisting of n measured val-
ues can be seen as a point in n-dimen-
sional space, where the i-th measured 
value represents the i-th dimension. 
By indexing this n-dimensional point 
using a spatial index, the problem of 
finding similar time series is reduced 
to finding nearby points in n-dimen-
sional space using a similarity metric 
as introduced before. 

Indexing high dimensional data is 
a considerable challenge, as spatial 
index structures, like the R-Tree suf­
fer from a phenomenon called the Curse 
of Dimensionality: with increasing di­
mensionality of the search space, the 
performance of similarity based queries 
on the index becomes worse than a lin­
ear scan of all data. Spatial index struc­
tures usually degenerate with 10-20 
dimensions.

By using dimensionality reduction 
prior to indexing and a lower bounding 
distance measure, queries are guaran­
teed to return the exact same result in 
reduced dimensional search space as if 
they were executed in the original space. 
In order to reduce the dimensionality of 
a time series an approximation technique 
is applied, effectively reducing dimen­
sionality of the time series by 10:1 to 50:1. 
By use of an approximation technique 
the Curse of Dimensionality is shifted 
to 10-20 indexable dimensions of the 
approximations. The problem with ap­
proximation is that information from the 
original time series is lost. A goal of ap­
proximation is to find representations of 
the original data, so that each representa­
tion is distinct. For example, similar time 
series will have the same representation 
after an approximation if the reduced di­
mensionality is too low.

TIME SERIES  
SIMILARITY 
SEARCH

AN INDEX  
STRUCTURE  
FOR TIME SERIES
The purpose of indexing is to partition 
the search space into equal-sized groups 
containing similar entries and to provide 
a fast lookup for these entries. The idea of 
indexing SFA is simple: grouping is done 
based on the first k characters of the SFA 
words. Increasing k leads to smaller sized 
groups. As the entries are not equally dis­
tributed in the search space, k is individu­
ally increased until all entries are equally 
distributed over each group. This means 
that SFA is best computed at a high word 
length, but only a few groups exploit all 
symbols of the words.

In essence, our SFA try is a prefix tree 
built over the prefixes of the SFA words 
of the time series. In the SFA trie, each 
node represents all time series shar­
ing the same prefix of an SFA word. The 
novelty of the SFA trie is that it adapts to 
dense leaf nodes by increasing the length 
of the prefix, which equates to improving 
the quality of the approximation without 
altering all the other leaf nodes. This in­
creases accuracy of the similarity search, 
i.e. less leaf nodes have to be searched for 
answering a similarity query.
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1 	 The similarity of time series corresponds 
to closeness of points in n-dimensional space.

SFA in combination with the SFA trie 
build an exact method for time series 
similarity search. They offer a very low 
memory footprint due to quantization 
applied on top of approximation. By util­
izing our variable length symbolic rep­
resentation, we were able to index and 
search terabyte sized time series datasets 
with commodity hardware.

QUERY

1

DISTANCE/SIMILARITY
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TIME SERIES 
CLASSIFICATION
Designing a time series classifica-
tion algorithm is a challenging task. 
It is non-trivial to extract a statistical 
model from time series as these may 
be non-stationary, and show vary-
ing statistical properties with time. 
Data mining algorithms, on the other 
hand, degenerate due to the high di-
mensionality of the time series and 
noise. Existing techniques for time 
series classification can be catego-
rized into shape-based and struc-
ture-based. Shape-based techniques 
use a similarity measure in combina-
tion with 1-nearest-neighbor search. 
These are very competitive on cleaned 
datasets but fail on long or noisy data. 
Structure-based techniques trans-
form a time series into a different rep-
resentation or extract characteristic 
features from the time series like re-
occurring, characteristic patterns. 
This comes at a higher computational 
cost when compared to shape-based 
approaches. 

We looked at case studies covering human 
walking motions, personalized medicine, 
anthropology, historical documents, mass 
spectrography and security. Let’s have a 
closer look at walking motions of four dif­
ferent subjects. Each motion was catego­
rized by the labels normal walk and ab­
normal walk. The data were captured by 
recording the z-axis accelerometer values 
of either the right or the left toe. The diffi­
culties in this dataset result from variable-
length gait cycles, gait styles and pace due 
to different subjects throughout different 
activities including stops and turns. 

Licence: http://www.publicdomainpictures.net/view-image.php?image=17477&picture=menschen-zu-fuss

1
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Approaches based on similarity meas­
ures like the Euclidean Distance or 
Dynamic Time Warping fail to identify 
the abnormal walking styles. Our Bag-
of-SFA-Symbols (BOSS) model com­
bines the extraction of substructures 
with the tolerance to extraneous and er­
roneous data using the noise reducing 
SFA representation of the time series. 
The similarity of two time series is then 
estimated based on the differences in the 
set of noise reduced patterns. As a result 
the separation of the normal walking mo­
tions from the abnormal walking motions 
is much clearer with just one walking 
motion being misclassified. As opposed 
to rivaling methods our approach offers 
multiple advantages: (a) it is robust to 
noise, (b) it allows for fast data analytics 
by use of string matching algorithms, (c) 
it is more accurate than state of the art 
time series classifiers, and (d) it provides 
invariance to the phase shifts, offsets and 
amplitudes and occlusions by compar­
ing two time series based on their higher-
level substructures. 

1 	 Human walking motions are recorded by an accelerometer.

Licence: http://www.publicdomainpictures.net/view-image.php?image=17477&picture=menschen-zu-fuss
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ON CLASSIFYING 
INSECTS FROM 
THEIR WING-BEAT

Producers set up traps in the field 
that lure and capture pests, in order 
to detect and count them. Manual 
inspection of traps is a procedure 
that is both costly and error prone. 
Inspection must be carried out manu-
ally as a repeated process, sometimes 
in areas that are not easily accessible. 
These traps can also, and often do, ac-
cidentally capture other species of 
insects rendering the counting dif-
ficult especially for species that are 
morphologically similar. Pest surveil-
lance, adaptable for other flying in-
sect pests, can provide pest informa-
tion at regional and national scales, 
giving authorities a powerful tool to 
understand at a higher level the im-
pacts and risks imposed by the pres-
ence of these pests.

A novel approach to wing-flapping re­
cording devices has been announced re­
cently. The core idea behind these new 
sensors is to embed a photoreceptor in 
an insect trap to record the fluctuations 
of light as an insect flies through the laser 
beam and partially occludes light with its 
flapping. The sonification of the baseband 
signal produced by the light fluctuations 
represents normal sound that is subse­
quently recorded using audio recorders.

We put new work in context by provid­
ing algorithmic details associated with 
two different datasets that have been 
made publicly available by the University 
of California Riverside. The recorded in­
sects are:

1.	 AEDES AEGYPTI  
yellow fever mosquito

2.	 ANOPHELES GAMBIAE  
mosquito

3.	 APIS MELLIFERA  
western honey bee

4.	 COTINIS MUTABILIS  
figeater beetle

5.	 CULEX QUINQUEFASCIATUS 
southern house mosquito

6.	 CULEX TARSALIS  
mosquito

7.	 CULEX STIGMATOSOMA 
mosquito

8.	 DROSOPHILA MELANOGASTER 
common fruit fly 

9.	 FUNGUS GNAT  
short-lived flies

10.	MUSCA DOMESTICA 
common housefly

11.	 PSYCHODIDAE DIPTERAL 
moth fly

Licence: http://stockarch.com/images/nature/animals/macro-wasp-8121
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The main source of misclassifications 
results almost completely from species 
that are very similar in size and morph­
ology, e.g. aedes aegypti male can be mis­
classified to culex tarsalis male but never 
as apis mellifera, which is a much larger 
insect compared to mosquitoes. Note 
also that mosquitoes are dimorphic 
with females being larger than males. 
Therefore, acoustic discrimination of sex 
is not as difficult as it might seem on first 
impression. In our experiments the most 
accurate approaches never confuse a 
culex quinquefasciatus male with a culex 
quinquefasciatus female. 

An audio file can be reinterpreted as a 
time series. This connects bio-acoustics 
to time series analysis by the transform­
ation of the process of finding similar 
audio files to finding similar time series. 
We built feature vectors based on SFA. 
Our approach reduces random noise and 
accounts for differences in insect move­
ment by the use of quantization on top of 
the Fourier spectrum. SFA proved to be 
one of the top scoring approaches applied 
in the evaluation.

1 	 A photoreceptor records the fluctua-
tions of light as an insect flies through a 
laser beam and partially occludes light 
with its flapping. 

1

Licence: http://stockarch.com/images/nature/animals/macro-wasp-8121
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FOR FURTHER INFORMATION PLEASE CONTACT: 
Dr. Thomas Steinke | steinke@zib.de | +49 30 84185-144!

SUPER 
COMPUTING 

AT ZIB 

Our basic principle “Fast 
Algorithms – Fast Com
puters”, coined almost 
thirty years ago is still up-
to-date. Today, large-scale 
computer simulations and 
optimization runs on the 
supercomputer resources 
at ZIB help researchers to 
solve complex problems 
in science, engineering, 
environment, and society.

Solving 
complex 
problems 
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SUPER-
COMPUTERS 

AT ZIB: 
PAST TO 

PRESENT

Supercomputing at ZIB started in 
1984 with the installation of the 
legendary Cray 1M system in Berlin. 
But it is not the hardware resources 
alone which make supercomputing 
feasible for various disciplines in sci-
ences, engineering and other areas. 
The idea of HPC software consultants 
was born at ZIB and quickly taken 
up by other centers as well. Today, 
the HPC consultants at ZIB pursue 
their own domain-specific research 
in fields such as chemistry, engineer-
ing, earth sciences or bioinformatics 
while providing consultancy to ex-
ternal users of the supercomputers. 
Our basic principle “Fast Algorithms – 
Fast Computers”, which was coined al-
most thirty years ago holds until today.
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CRAY T3D SC 192 
29-38 GFLOP/S

CRAY Y-MP4/264 1
3 GFLOP/S

CRAY X-MP/24 
470 MFLOP/S

CRAY-1M 
160 MFLOP/S

CRAY T3E 
96-524 GFLOP/S
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SUPERCOMPUTER  
INSTALLATIONS AT ZIB
The story of supercomputer installations 
at ZIB started in 1984. All systems up to 
the Cray T3E were financed solely by the 
State of Berlin, while the systems after 
2002 were jointly financed by the HLRN 
member states and operated at the two 
sites ZIB/Berlin and LUIS/Hanover. The 
systems’ peak performance (blue curve) 
and memory capacity (black curve) in­
creased as compared to Moore’s law 
(dashed line) shown in the Fig. below. Over 
the years, ZIB regularly made a system 
listed in the TOP500 list—despite the fact, 
that we did not focus on peak perform­
ance but rather on having well-balanced 
systems with powerful interconnects and 
sufficiently large main memories. More­
over, the supercomputers operated at 
ZIB do not comprise single monolithic 

systems, but rather a number of system 
components with complementary archi­
tectures for massively parallel processing 
(MPP) and shared-memory processing 
(SMP). The driving force on the selection 
of our system architectures has, of course, 
always been the user demand. Apart from 
the high investment costs, the sharp in­
crease in the operation costs became of 
major burden for HPC service providers. 
Today, Germany is probably among the 
worst of all European countries with re­
spect to energy prices. From 2013 this fi­
nancial burden could no longer be carried 
by the two HLRN sites in Berlin and 
Hanover. Consequently the HLRN board 
decided to jointly finance the costs for 
system maintenance and energy, starting 
with the HLRN-III in 2013.

EVOLUTION OF  
SUPERCOMPUTER 
INSTALLATIONS  
AT ZIB

	 Rpeak (GFlop/s)

	 Memory (GBytes)

	 Moores Law

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

SGI ICE (HLRN-I1) 
61-300 TFLOP/S

CRAY XC30 (HLRN-1II) 2,5 PFLOP/S

CRAY T3E 
96-524 GFLOP/S

IBM PSERIES 690 (HLRN-1) 
2-2,8 TFLOP/S
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THE HLRN-III 
PROCUREMENT: 

AN OPTIMIZATION 
PROBLEM

With the long and time-consuming ap-
plication process for HPC resources 
in Germany, the HLRN consortium 
started the planning process for the 
HLRN-III in 2009/2010, shortly after 
the installation of the predecessor sys-
tem. In spring 2011, the HLRN-III-
proposal was submitted to the WR and 
DFG. After their positive decision, 
the HLRN alliance mandated ZIB to 
coordinate the Europe-wide procure-
ment. All relevant HPC vendors were 
asked to participate. After several ne-
gotiation rounds Cray’s bid was for-
mally accepted and the competing 
bidders were informed. The contract 
was signed in December 2012 and the 
system was delivered in August 2013. 
From then everything progressed 
very fast: Cray needed only a little 
more than one week to install the 
XC30 from scratch at our premises. 
More time-consuming was the soft-
ware installation on the various sup-
port servers (login, batch, data mover, 
firewalls, monitoring, accounting, 
etc.). Because of the complex depend-
encies of these servers, this difficult 
part of the system installation is most 
often underestimated. This is espe-
cially true for the HLRN system with 
its unique “single-system view” that 
provides a single user login, project 
management, and accounting for a 
system that is operated at two sites in 
Berlin and Hanover.

HOW TO SELECT  
THE RIGHT  
SUPERCOMPUTER?
This section is a short excursion on how 
we selected our HLRN-III supercom­
puter. Finding the perfect system that 
matches the requirements of their users, 
administrators and – last but not least – 
the capabilities of the providers, is far 
from an easy task. And yes – we found an 
almost “perfect” system architecture …
We received proposals from many well-
known HPC vendors on our European 
procurement (RFP). The selection pro­
cess was primarily guided by the per­
formance results of the HLRN-III 
Benchmark Suite. This benchmark suite 
aims to rate the overall compute and I/O 
performance of the two-site HLRN-III 
configuration over the operating time 
with two installation phases. Thus, the 
idea is to value the performance of differ­
ent HLRN-III configurations during the 
negotiation stage at the end by a single 
score. The HLRN-III benchmark com­
prises the application benchmark as its 
major part and is complemented by an 
I/O benchmark section and the HPCC 
benchmark to gain insight into low-level 
characteristics of the system architec­
ture. Each of these benchmark sections 
are differently weighted with the major 
impact by results of the application 
benchmark.

APPLICATION  
BENCHMARK
The HLRN-III has to serve a broad range 
of HPC applications across various sci­
entific disciplines in the North-German 
science community. Therefore, and not 
for the first time, our RFP and subse­
quent decision-making process was 
based on a balanced set of important ap­
plications running on HLRN resources. 
The balance here refers to cover a rep­
resentative spectrum of traditional and 
foreseeable major applications across 
the HLRN users community. The appli­
cation benchmark is composed of eight 
program packages: BQCD, CP2K, PALM 
suite, OpenFOAM, NEMO, FESOM, and 
FRESCO. Workloads for the benchmark 
suite are defined by the HLRN bench­
mark team in close cooperation with 
major stakeholders from the different 
scientific fields. Reference benchmark 
results were obtained on the HLRN-II 
configuration with representative input 
data sets and possibly utilizing large 
portions of the HLRN-II resources.
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I/O BENCHMARKS
The I/O benchmark suite measures band­
width (IOR) and metadata performance 
(MDTEST) of the global parallel file sys­
tem. In particular, the I/O benchmark 
suite is used (i) to measure the I/O band­
width to the global file systems HOME 
and WORK, and (ii) to evaluate the meta­
data performance of the parallel file sys­
tem, i. e., the achievable file creation, re­
move, and stat operations per time.

PERFORMANCE  
RATING 
METHODOLOGY
Our goal was to maximize the work 
that can be carried out on the computer 
system over its total operation time. 
With the HLRN-III Benchmark Rating 
Procedure (described below) this overall 
serviceable work is calculated.

Our rating procedure is based on the 
fundamental assumption that the work 
which can be carried out by the system is 
equally split across the various user com­
munities – the HLRN policy implies no 
bias towards a specific science and en­
gineering field. Each of the stakehold­
ers is ideally represented by one of the 
application benchmark. The achievable 
sustained performance of each of the ap­
plication benchmarks determines the 
amount of work per community within 
the system’s operating time. Together 
with the assumption described above the 
geometric mean of all application bench­
marks gives an average performance of 
a system configuration – the key per­
formance indicator – which then can be 
translated to the target work value. To 
allow for flexibility in terms of up-to-date 
technology the vendors were allowed to 
offer a second installation phase with 
a technology-update or complete hard­
ware exchange. In that case, the vendor 
has an additional degree of freedom in 
choosing an optimal point in time for the 
second installation phase. Again, the op­
timization target was to maximize the 
overall work which can be delivered by 
the system – now a time-weighted sum 
of each key performance indicator per in­
stallation phase. 

For each of the application benchmarks 
a minimum performance was defined in 
the RFP making sure that the new sys­
tem shows no performance degradation 
for a specific application case. Thus, 
the minimum performance serves as a 
strong penalty in the evaluation. The ap­
plication performance is measured on a 
fully loaded system with as many appli­
cation instances as possible. Application 
performance is either determined in­
side the application itself (if simple op­
eration counts can be captured), or ap­
plication wall-times are converted to 
performance numbers by predefined op­
erations counts.

We did not want to leave the reader of 
this section without disclosing at least 
one benchmark number, that is the HPL 
performance. The two Cray XC30 sys­
tems of installation phase I are rated 
with a Linpack performance (Rmax) of 
295.7 TFlop/s. With that, the two MPP 
components of HLRN-III were ranked at 
position 120 and 121, respectively, in the 
November 2013 issue of the TOP500 list.

1

1 	 One of the compute cabinets of the 
Cray XC30 “Konrad” at ZIB (phase 1).
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HLRN APPLICATION SOFTWARE

1 	 HLRN System Architecture per site: 
The two HLRN-III complexes with the 
compute system, login nodes (L), data 
nodes (D), post-processing nodes (PP), 
and archive servers (P).

COMPUTE

HLRN
LINK

ENGINEERING:
Abaqus | Ansys/CFX/Fluent | 
OpenFOAM | Star-CD | 
StarCCM+ 

CHEMISTRY:
Abinit | CP2K | CPMD | 
Crystal | Desmond | 
Gamess-US | Gaussian | 
Gromacs | LAMMPS | 
NAMD | NWchem | 
Turbomole | VASP 

NUMERICS:
Cray SciLib | Intel MKL | 
FFTW | PETSc | 
Scalapack/Blacs | SLEPc | 
SuiteSparse | Trilinos | 
Cray TPSL | Numpy | Scipy 

DATA:
netCDF | pnetCDF | HDF5 | 
CGNS | NCL | Splash | 
CDO Operators | NCO Tools 

WORK FILESYSTEMHOME FILESYSTEM

L D/ PP

ACCESS HOSTS 
SECURE SHELL/SECURE COPY

1
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The two HLRN-III complexes, 
»Konrad« in Berlin and »Gottfried« in 
Hanover, are connected by a dedicated 
10 Gb/s fiber link. The current instal-
lation (phase 1) comprises at each 
site a four cabinet Cray XC30 system 
of 744 nodes with 24 Intel Ivybridge 
cores each, 46.5 TByte distributed 
memory and 1.4 PByte on-line disk 
storage in a Lustre filesystem.

PROTOCOLS
ssh/scp	
Lustre	

GPFS	

NFS	

QFS	

LIB
TAPE

KEY HARDWARE  
PROPERTIES OF  
THE CRAY XC30  
SYSTEM (PHASE 1)
Each of the two Cray XC30 compute sys­
tem provides a peak-performance of 343 
TFlop/s. The 744 compute nodes within 
one installation are connected via the 
Cray Aries network which provides scal­
ability across the entire system. Within 
a node, 24 IvyBridge cores clocked at 2.4 
GHz have access to 64 GByte memory 
per node. The compute and service nodes 
have access to global storage resources, 
i. e. a common HOME and a parallel 
Lustre filesystem. The HOME filesys­
tem is implemented as network attached 
storage (NAS) with a total capacity of 
1.4 PByte. The Lustre filesystem pro­
vides high-speed access to temporary, 
large data sets with a total capacity of 2.8 
PBytes.

OVERALL 
SYSTEM 
ARCHITECTURE

VIZ:
Ferret | Grads | Splash | 
Visit | NcView

P

PERM FILESYSTEM
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SCIENTIFIC 
DOMAINS 

ON HLRN-III

WORKLOADS AND 
THEIR RESOURCE  
REQUIREMENTS
The projects at HLRN cover a wide var­
iety of scientific areas and research topics 
with different computational demands. 
The pie-chart on the right illustrates the 
CPU time usage on the HLRN-II system 
in the year 2013 for the different scien­
tific areas.

The job sizes are dictated by the prob­
lem size in terms of memory require­
ments as well as the CPU time in re­
gards to the time to solution. First the 
problem has to fit into memory. If paral­
lel efficiency and scalability of the code 
and the problem allows, the number of 
used nodes can be increased to obtain a 
shorter time to solution. The workload 
is a broad mix of all kinds of job types. 
Among the projects we observe two ex­
tremes. The first type of projects submit 
hundreds or thousands of independent 
jobs (“job clouds”) that themselves are 
either moderately or massively parallel 
computations. In principle the workload 
presented by these projects is able to 
adapt to the system utilization. Projects 
in particle physics are prominent repre­
sentatives for this kind of work flow.

Projects of the second type conduct only a 
small number of simulations that require 
a long total runtime until the desired so­
lution is obtained. Here each computa­
tion should be performed in one long run, 
requiring several days, weeks or even 
months of wall time. System stability con­
siderations as well as fair-share aspects 
in the overall system usage have lead us 
to the policy of limiting the maximum job 
run time to 24 hours. For the affected pro­
jects this requires user initiated check­
point and restart capabilities in their 
codes. These projects may require special 
treatment by the batch system (e.g. special 
queues, reservations). Climate develop­
ment or long-term statistics for unsteady 
fluid-dynamic flow are typical examples 
for this type of work flow. The require­
ments of all other projects lies in between 
the described extremes.
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Especially those projects with big result 
data sets face the problem of demand­
ing pre- and post-processing procedures. 
This part of their work flow can often be 
more time consuming than the compu­
tations themselves. Thus these projects 
need to carefully balance their data pro­
duction with the capabilities of pre- and 
post-processing their data.

Another aspect influencing the work flow 
of many projects is I/O. Here the require­
ments vary from very small data to be 
read or written to massive data transfer 
throughout the course of the computa­
tions. I/O can be concentrated to one or 
very few files on one side, while other pro­
jects use several files per MPI task, lead­
ing to I/O from/to several thousands to 
tens of thousands of files per job, written 
in each simulated time step. The overall 
amount of data transferred in one job can 
be in the order of several Terabytes.

16%
ENGINEERING33%

PHYSICS

25%
GEOSCIENCES

16%
CHEMISTRY

10%
OTHER

CPU TIME USAGE 
ON THE HLRN-II 
IN 2013:
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RESEARCH 
FIELDS 
UTILIZING 
THE HLRN-III

CHEMISTRY  
AND  
MATERIAL  
SCIENCES
Numerical simulations of molecular 
complexes range from high-level ab ini­
tio electronic structure calculations 
on systems of only few atoms in size to 
coarse-grained dynamics simulations of 
macromolecular systems. The scientific 
projects employ either empirical inter-
atomic potential functions or density 
functional theory (DFT) for the descrip­
tion of their model systems. DFT is the 
workhorse to perform electronic struc­
ture calculations on new materials for 
hydrogen storage, photoelectrolysis, mo­
lecular electronics, and spintronics. It is 
also employed at HLRN to describe prop­
erties of transition metal oxide aggre­
gates, nanostructured semiconductors, 
functionalized oxide surfaces and sup­
ported graphene, as well as zeolite and 
metal-organic framework catalysts.

1
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EARTH  
SCIENCES
The earth sciences domain plays an 
important role in the HLRN alliance. 
Projects are conducted in atmospheric 
sciences, meteorology, oceanography, 
and climate research. The PALM soft­
ware – a parallelized large-eddy simu­
lation model for atmospheric and oce­
anic flows – is developed at the Institute 
of Meteorology and Climatology (Leibniz 
University Hanover) and is especially de­
signed for massively parallel computer 
architectures. The scalability of PALM 
has been tested on up to 32,000 cores 
and has been proven on the Cray XC30 
at HLRN-III by simulations with 43203 
grid points that require approx. 13 TByte 
memory.

1 	 Hydrogen bond distances of a glycer-
ol molecule adsorbed at the surface of a 
zirconia crystal.

2 	 Dust devil simulated with PALM. The 
displayed area of 200x200 m2 repre-
sents only a small part of the total simu-
lated domain.

2 (Image courtesy of PALM group, Inst. für Meteorologie und Klimatologie, Leibniz Universität Hannover)
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ENGINEERING
Projects in engineering sciences come 
from the fields of fluid dynamics, com­
bustion, aerodynamics, acoustics and 
mechanics with a focus on ship hydro­
mechanics and marine technologies. 
Other research topics are flow opti­
mization, aerodynamics and acoustics 
of planes, wings, cars, trucks, and trains, 
also in gas turbine engines, fans, and 
on propellers for higher flow efficiency. 
This area is also important in ship hull 
and propeller design with respect to drag 
and cavitation reduction and stability. 
Environmental aspects are important in 
research on fuel efficiency, pollutants and 
noise reduction in combustion processes.

3 	 Large eddy simulation of passive 
scalar mixing at Reynolds number 10000 
and Schmidt number 1000 along the cen-
terline of a mixing device. The area of in-
terest is 2x1x1mm resolved with approxi-
mately 200 mio. cells using OpenFOAM 
on 2000 cores. 

4 	 Visualization of the results for con-
tinuum 3D radiation transfer for a stel-
lar convection model for pure absorption 
(top panel) and strong scattering (bottom 
panel). A total of about 1.5 billion inten
sities are calculated for each iteration 
with the PHOENIX code.

PHYSICS
Scientific questions in elementary par­
ticle physics, astrophysics and material 
science are solved on the HLRN-III re­
sources. The PHOENIX program – devel­
oped at the Atrophysics Inst. (University 
Hamburg) – is designed to model the 
structures and spectra of a wide range 
of astrophysical objects, from extrasolar 
planets to brown dwarfs and all classes of 
stars, extending to novae and supernovae. 
The main results from the calculations 
are synthetic spectra and images, these 
can be directly compared to observed 
spectra. PHOENIX/3D simulations show 
strong and weak scaling (94% efficiency) 
on up to at 131,072 processes. With that, 
3D simulations which consider non-
equilibrium thermodynamics produce a 
minimum of 2.6 TB spectra data, saving 
the complete imaging information would 
deliver about 11 PB raw data.

3



Zuse Institute Berlin 103

Images courtesy of Institute for Modeling and Numerical Simulation (LEMOS), Faculty of Mechanical Engineering and Marine Technology, University of Rostock.

Images courtesy: P. Hausschildt, Astrophysics Institute, University Hamburg

4
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THE 
MANY-CORE 
CHALLENGE

Folks wisdom simplified Moore’s law to 
the doubling of single processor perform­
ance every 18 months. Interestingly, this 
“law” was a perfect orientation line for 
many decades. But why should we ex­
pect this trend to continue in the future? 
Physical and architectural restriction 
cannot be denied. Today, the number of 
transistors on a chip still increases at a 
fast pace, but the transistors’ switching 
capabilities are now used to put more 
processor cores onto a chip. Today, multi-
core chips with 2 to 12 cores are standard 
computing devices and many-core-chips 
with 60 and more cores are also available. 
We believe that the trend to many-core 
CPUs will become mainstream in high-
performance computers. Future super­
computers will comprise heterogeneous 
compute and storage architectures to 
leverage compute and storage resources 
without sacrificing the power envelope.

1

For the last fifty years, the number of 
transistors on processor chips doubled 
every 18 to 24 months. This observa-
tion became a “law”, named after the 
Intel co-founder Gordon Moore, who 
first described the trend in his famous 
1965 article.

(Courtesy of Intel Corp.)
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»As we look to reaching exascale high performance com-
puting by the end of the decade, we have to ensure that 
the hardware doesn’t get there and leave the applica-
tions behind. This means not only taking today’s applica-
tions and optimizing them on parallel architectures, but 
also co-designing future application software and the fu-
ture versions of these architectures to achieve optimal 
performance at all levels from the computing node to 
the entire system.«	 Raj Hazra, VP of Intel’s Architecture Group 

PREPARING FOR 
THE MANY-CORE  
FUTURE
With respect to the envisaged grow­
ing importance of many-core comput­
ing in HPC, the Parallel and Distributed 
Computing group at ZIB evaluated disrup­
tive processing technologies, including 
field programmable gate arrays (FPGAs), 
the ClearSpeed processor, and the Cell 
Broadband Engine (Cell BE) [43, 44], as 
well as general-purpose graphics proces­
sors (GPUs) from Nvidia [45, 46] and re­
cently the Intel MIC architecture [47].

In 2013, our research in the area of 
many-core computing was recognized 
by Intel, who established one of only 
five worldwide Intel Parallel Computing 
Centers at ZIB. Because of our deep ex­
pertise in the efficient use of many-
core architectures for HPC codes, Intel 
and ZIB jointly established a “Research 
Center for Many-core High-Performance 
Computing” located at ZIB. This center 
fosters the uptake of current and next 
generation Intel many- and multi-core 
technology in high performance comput­
ing and big data analytics. Our activities 
are focused on enhancing selected work­
loads with impact on the HPC commu­
nity to improve their performance and 
scalability on many-core processor tech­
nologies and platform architectures.

The selected applications cover a wide 
range of scientific disciplines including 
materials science and nanotechnology, 
atmosphere and ocean flow dynamics, 
astrophysics, drug design, particle phys­
ics and big data analytics. Novel pro­
gramming models and algorithms will 
be evaluated for the parallelization of 
the workloads on many-core proces­
sors. The workload optimization for 
many-core processors is supported by re­
search activities associated with many-
core architectures at ZIB. Furthermore, 
the parallelization work is comple­
mented by dissemination and educa­
tion activities within the North-German 
Supercomputing Alliance (HLRN) to 
diminish the barriers involved with the  
introduction of upcoming highly parallel 
processor and platform technologies.

1 	 The Intel Xeon Phi die with its 61 cores 
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