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A b s t r a c t 

This paper deals with systems of m polynomial equations in n unknown, which 
have only finitely many solutions. A method is presented which decomposes the 
solution set into finitely many subsets, each of them given by a system of type 

fi(xi) = 0, f2(xi,x2) = 0 , . . . , / n ( z i , . . . , z n ) = 0. 

The main tools for the decomposition are from ideal theory and use symbolical 
manipulations. For the ideal generated by the polynomials which describe the 
solution set, a lexicographical Gröbner basis is required. A particular element of 
this basis allows the decomposition of the solution set. A recursive application 
of these decomposition techniques gives finally the triangular subsystems. The 
algorithm gives even for non-finite solution sets often also usable decompositions. 

Keywords: Algebraic variety decomposition, Gröbner bases, systems of 

nonlinear equations. 





1. Introduction 

We deal with the problem of solving a system of m equations 

fi(xi,...,xn) -0,...,fm(xu...,xn) = 0, (1) 

where / i , • . . , / m are n-variate polynomials with coefficients in a field K. Here, solving 
means finding the solution set, i. e. the set of all (xi,...,xn) E M. satisfying (1), 
where iff is a suitable algebraic extension of M. 

There are two major point of views on what "finding" means in this context. The first 
one is the more algebraic concept of elimination. The second is a numerical one, the 
approximate calculation of the n-tuples ( a ^ , . . . , xn) G JK satisfying (1). 

Numerically, the solution set can be described, when there are only finitely many 
solutions, all of them in (Cn. Then approximations of prescribed exactness can be found 
in the floating point analogue to (Cn for each of the solution points. But it seems, that 
only under the restrictive condition m = n methods for solving numerically (1) exists, 
e. g. AUZINGER & STETTER[1], Li [6], ORTEGA & RHEINBOLDT [10], SCHWETLICK 
[12]. Therefore, underdetermined systems, i. e. systems (1) with m < n, having an 
infinite solution set, can only be treated numerically, when fixed numerical values are 
assigned to "free" parameters. And an overdetermined system, m > n, seems to be 
only solvable after a preprocessing, i.e. by reducing it to (a system of) n equations in 
n variables. 

Algebraically, the set 

{(xu...,xn) eTFT | fi(xu...,xn) = 0, i = l , . . . , m } , (2) 

is a variety, representing the common zeros of the polynomials in the ideal 
A = ( / i , . . . , f m ) . The computation of the elimination ideals Ak := A fl K[x\,..., Xk] 
seem to be a feasible way for solving (1). TRINKS [13] proposed the computation of the 
lexicographical Gröbner basis of A, which contains for every k a (again lexicographical 
Gröbner) basis of Ak. Solving numerically the univariate problem in Ai, then after 
substituting the numerical approximations into A2, the problem of finding the zeros in 
A2 is a univariate one. Substituting these approximations into A3, again a univariate 
problem arises, etc. This was for a long time considered to be the right concept for 
solving algebraically systems of equations. 

However, when in the elimination ideal Ak the first k — 1 variables are replaced by 
numerical values, there might be more than one basis polynomial remain nonzero 
after the substitution. Then there is the question, which of these polynomials shall 
be used for the (univariate) zero computation. And because all numerical values are 
only approximations, polynomials which should be zero after substitution may become 
nonzero and might be used unfortunately for zero computation. We can overcome -all 
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these numerical problems, when we have a method for splitting a set (2) into a finite 

union of sets of type (2) each with m = n. 

LAZARD [5] presented a method of decomposing a finite variety (2) into irreducible 
ones, and showed that each of them has a minimal generating set, with m = n poly
nomials, of triangular type 

f2(x!,X2) = X% + Efjl1 g2,j(Xl)xi, 

Jn\%li • • • i xn) — x
n • l^j=l 9n,j\xli • • • i %n — 1 )^n' 

Numerical methods for solving equations are considerably simple when applied to sys
tems (3). For instance, the iteration step in Newton's method for obtaining the &-fl-st 
improved approximation x^k+1\ 

^ + i ) : = ^ ) _ F ^ ) ) - i F ( ^ ) ) 5 

where F := ( / 1 ? . . . , / n ) T and x^ is the k-th. approximation, requires the solving of a 
set of linear equations, Ff(x^)h = F(x^) (and x^k+1^ := x^ — h). Here, the Jaco-
bian F\x^) is triangular, such that the values of h are easily found by only successive 
substitutions. For achieving this favourable decomposition, Lazard recommends the 
computation of a Gröbner basis of ( / 1 ? . . . , fm) and polynomials factorization in alge
braic extension fields by D. Duval's D5-techniques. 

Starting point for this paper was the observation that , having a lexicographical Gröbner 
basis for A = ( / i , . . . , /m) , a decomposition for the finite variety (2) is obtained eas
ily, and polynomial factorization is not necessary (but if cheap, then useful). By an 
iterative application of such decompositions, finitely many disjoint sets (3) are con
structed. The needed lexicographical Gröbner bases can often be read off from already 
known Gröbner bases, cf. lemma 7, such that their computation costs no arithmetical 
operation. The only difficulty in the recursion is to calculate lexicographical Gröbner 
bases for ideal quotients A : g and ideal sums A -f (#), when a Gröbner basis for A is 
given. Here we propose either Buchberger's algorithm (for A + (g)) and, in section 3, 
a modification of a method by GIANNI ET AL. [3] (for A : g) or, if we already know, 
that the variety of A is finite, we may use linear techniques. In this case, it is sufficient 
to have an arbitrary Gröbner basis of A and to transform it to a lexicographical one 
by linear techniques like the FGLM-method, see MARINARI ET AL. [7], and lexico
graphical Gröbner bases for A : g and A + (g) can be computed similarly costing at 
most 0 ( s 3 ) arithmetical operations, where s is the dimension of the JK-vectoi space 
M[xu...,xn]/A. 

An early version of the algorithm is already installed as procedure GROEPOSTPROC 
in the Gröbner package of the Computer Algebra System REDUCE, release 3.4, ME-
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LENK ET AL. [8]. For a successful application of this package including the decompo
sition procedure see for instance HlETARINTA [4]. 

2. Ideals and decompositions 

Let us first summarize some elementary notions and facts on ideals and varieties. More 
details and proofs can be found in textbooks on algebra and ideal theory, like [11] or 
[14]. 

Only polynomials in a ring V := JK[xi,..., xn] are considered, where EC is a field. The 
set of all points which are common zeros of given polynomials / l 5 . . . , fr is called their 
variety, briefly V ( / i , . . . , / r ) . Since these points are the common zeros of all polynomials 
of the ideal A generated by / 1 } . . . , fr, A — {521=19ifi I 9* ^ ^}» ^ n e variety is also 
called the variety of A, V(A). As usual we write in this context A = ( / i • • • , / r ) - For 
determining V(A), it is irrelevant, what basis {/1?... , / r } of A we have chosen. V(A) 
is empty iff 1 G A, i.e. iff V — A. If V(A) consists of only finitely many points, then A 
is called zero-dimensional, briefly dim(A) = 0. The variety is contained in EC , where 
HC denotes an algebraic field extension of EC. 

The sum and the quotient of two ideals A and B, A + B := {a + b | a G A, b G B}, 
A : B := {p \ p • b G A for all b G B} as well as the intersection A f) B are also 
ideals. For short A : b instead of A : (6), b G V. The radical of an ideal A, y/A 
for short, is the ideal {/ G V \ 3a G JN : fa G A}. By the Hubert Nullstellensatz, 
VÄ = {/ G V | f(y) = 0 Vy G V(A)}. Hence V(A) = V(y/A). The product A • B is 
the least ideal containing all a • 6, a 6 A , 6 E 5 . Writing A1 := A, we define recursively 
Am by Am := Am~l • A. 

An ideal P is called a zero-dimensional prime ideal, if there exists a t / G K such 
that f(y) = 0 => / G P. Obviously y G V(P) , but every point in V(P) can be taken 
as such y defining membership for P. A zero-dimensional ideal Q is called primary 
or P-primary, if Pa Q Q Q P for a cr G W and a zero-dimensional prime ideal P. 
Then P = y/Q and especially V(Q) = V(P). Every zero-dimensional ideal A has a 
so called primary decomposition, which means, that there are finitely many distinct 
zero-dimensional prime ideals Pz and Pj-primary ideals Qi with A = f]Qi. These P, 
and Qi are uniquely determined by A. It follows V(A) — (J V(Pt-). 

Lemma 1. For ideals A and B and arbitrary m G IN 

ACB=>ACBn{A:Bm)Cy/I. (4) 

If A is a radical, then A = B f] (A : B) and A : B = A : Bm for all integer m > 1. 

Proof. Since A C. A : Bm by definition of ideal quotients, and since A C B, we get 
the first inclusion in (4). Let g G B D (A : Bm). Then g G B and ^ e A : Bm. Hence 
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gm e Bm a n d therefore gm+1 G A, implying g G y/A. Hence (4). 

If A = y/Ä, then A = B D A : Bm by (4). If <? G A : P m , then g- bm G A for all 6 e 5 . 
Therefore # m 6 m G A and hence # • b G A/Ä = A implying g G A : B. On the other hand 
A : 5 C i : ß m Hence A : £ = A : P m . 

L e m m a 2. 7 / 5 and A C B are ideals with dim(A) = 0 and if m € IN is sufficiently 
large, then V(A) is the disjoint union V{A) = V(B) U V(A : Bm) with 

V(B) = {ye V(A) | V6 G P : b(y) = 0} , 

V(A : Bm) = {ye V{A) \ 3b G B : 6(T/) ^ 0}. 

Proof. ACB=> V(B) C V(A). Hence V ( P ) = {t/ G V(A) | V6 G B : 6(7/) = 0 }. 
Let us consider the primary decompositions of A, 

A = p | Q^ with Pj-primary (J;. 

Then, see for instance RENSCHUCH, [11, p.58], A : Bm = f]Qi : Bm, and, RENSCHUCH 
[11, p.79ff] Qi : Bm equals Q{, if P m g P{, equals P , if P m C Q{, and equals an other 
Pi-primary ideal in the remaining cases, i. e. in the cases Bm C Pt-, P m 2 Qi- ^ u ^ 
P m C Pi iff P C P{ by definition of (zero-dimensional) prime ideals and B C P{ implies 
Bm C Q, for m > <r, where Pf C ft. Therefore ft : P m - ft, if 5 £ P n and = P , if 
P C Pz, Hence V(A : P m ) = {jBgpt V(Pi) = {y G U V(P,) | 36 G P : b{y) =f 0}. The 
assertion follows by V(A) = \JV(Pi). 

Lemma 3. Let dim(A) = 0 and A C B = (gi,.--,gs)- Then for sufficiently large 
772,772!, . . . , 777,s G IN I 

V(A : £") = [J V((A + (a,,... ,ft-i)) : 9?<) (6) 
Z = l 

«»<& y((yi + (9l,...,,,•_,)):sD = {y e v(A) \gi(y) = ... = g^y) = o ?«(»)}. // 
A z's in addition a radical, then (6) holds for all positive m , r a i , . . . , m s . 

Proof. By lemma 2 V(A : Bm) = {y G V(A) | 36 G P : b(y) ^ 0}. Therefore, using 

V{A:Bm) = {yeV(A)\3i<s:gi(y)?Q} 

= ULAV e V(A) | 9l(y) = ...= g^y) = 0 ? ^(7/)}. 

Since A C A - f ( j i , . . . ,#;_!), we get by lemma 2 (with A-f (# i , . . . , <fr-i) in place of P ) 

V(A + (flfa,... , #_ ! ) ) = { y e V(A) I ^ ( y ) = 0 for all 1 < k < % - 1} 
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and (with A -f ( g i , . . . , gi-\) in place of A and A + (#1,. • . , <fa) in place of B implying 
A: Bm> =A:g™>) 

V((A + (g1,...,gi_1)):g?i) = {yeV(A+(gu...igi-1))\gi(y)?Q} 

Hence the varieties V((A -f (<7i,--• ,<fc-i)) ' g™') a r e disjoint and their union equals 
V{A : Bm). 
If A = A/A, then A + ( # i , . . . , <7;-i) is a radical, too. Hence all applications of lemma 
2 can by lemma 1 already done with arbitrary positive integers ra, m l 5 . . . , m s . 

3. Ideal quotients and Gröbner bases 

In section 2 we described the decomposition of a variety into varieties of ideals of type 
A : gm, m sufficiently large. Since the ascending chain 

AC A: g C A:g2 C ... 

terminates ( V is Noetherian), there is a least k with A : gk~x C A : gk — A : gk+1. (By 
arguments from ideal theory this implies A : gk = A : gk for all k' > k.)m sufficiently 
large means m > k. We will call this A : gk the saturation of A : g and k its saturation 
index. 

We need the computation of bases for the saturations of (A + ( p 1 ? . . . , </,-_i)) : </,-, i = 
1 , . . . , 5 . This computation is easier, when a Gröbner basis for A -f (<7i, • • • ,<7t-i) 1S 

already known. Therefore, we prefer to have an algorithm which, given a Gröbner basis 
of an ideal At-, computes simultaneously a Gröbner basis for the next A I + 1 := A; + (<fc) 
and a Gröbner basis of the saturation of A; : ^-, where with respect to the application 
in section 2, we are content of getting a basis of the saturation instead of a Gröbner 
basis. Having a careful look at a method proposed by GlANNI ET AL. [3], we will see 
that a minor modification of this method satisfies our requirements. 

First we want to remind the most important notions of Gröbner basis techniques, 
by which many problems like membership problem, ideal equality, etc. can be de
cided constructively cf. BUCHBERGER [2]. We need some of these techniques slightly 
more generalized. Therefore, we formulate them in terms of modules in Vs as in 
[9], including the polynomials case [2] as a subcase. Denoting by T the set of terms 
^ I 1 ' ' ' x%n -> z'i5 • • • ^n nonnegative integers, the set of module-terms T^ is the set of all 
ie;, t G T, e; the z-th canonical unit vector of Vs. Having T equipped with a so called 
admissible order <y , i. e. an order, which is compatible with multiplication and with 
1 < T t for all terms t, then we can introduce an order in T^ with te2 < ue; if t <j u 
and vtei < vuej iitei < uej. Every nonzero s-tuple / E ? s has a maximal module-term 
(w.r.t .<), the leading module-term, lt(f). Its coefficient is the leading coefficient, lc(f). 
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The modular generalization of an S-polynomial is for two nonzero f,g G ? s defined by 

l.c.m.{U(f), lt(g)} Lc.m.{lt(f), lt(g)} 
Ü U ' 9 h lt(f)lc(f) J H{g)lc(g) 9-

It is defined only for those f,g for which lt(f) = te{ and lt(g) = t'ej with i = j , because 
only in this case their leading terms have a least common multiple. 

The reduction of 0 ^ / £ Vs modulo a given set of s-tuples F := {/ l 9 . . . , / r } , 0 ^ F, 
is defined by / —*F g := f - J$\fi)fi if U G F and /*(/,-) divides /<(/). By —-J, we 
denote the transitive reflexive closure of — > F • Every module A C Vs has a Gröbner 
basis which is a set F := {/ i , . . . , fr], 0 0 F C A, such that the leading term of every 
0 ^ / G A is a multiple of an lt(fi), / ; £ F. A Gröbner basis F is called reduced, if 
no /£(/;) divides an other lt(fj), fi,fj E JF. (The definition of Gröbner bases shows, 
that a reduced Gröbner basis is obtained from a Gröbner basis simply by cancelling 
elements with a leading term being a multiple of an other one.) 

An equivalent definition for Gröbner bases is, that for every / £ Vs there exists 
a uniquely (by / and <T) determined g £ Vs with / — > F g and g irreducible, 
i. e. g — > F h implies g = h. In this context, g is called the normalform of / , NF(f, <T) 
for short. Another equivalent definition for Gröbner bases is that S(f,g) — > F 0 for 
all / , # £ F. On this condition Buchberger's algorithm for polynomial ideals and its 
generalization to modules is based. It computes from a given module basis a Gröbner 
basis w.r.t. the preassigned order < by calculating the S(f,g) for the pairs (/ , g) from 
the actual set F and reducing it modulo F until no further reduction modulo F can be 
performed. If the result is a nonzero s-tuple h, then the algorithm is continued with 
F' := F U {h} as new F, i.e. with the calculation of the S(f,g), / , g £ F', and their 
reduction modulo F'. The algorithm terminates and the final F is a Gröbner basis. 

Lemma 4 . Let A = ( a i , . . . , a r) be an ideal and 0 ^ g £ V. Then 

M := {(u, v) £ V2 | u + g • v £ A] 

is a module with basis {(ai, 0 ) , . . . , (a r , 0), (#, — 1)}. //7T; : M —> V denotes the canon
ical projection on its i-th component, i = 1,2, then 

7r1(M) = i4 + (flf), 7r2(A;er7r1) = >l:flf. (7) 

Proof. Obviously (at-,0) £ M and ( # , - 1 ) £ M. Let (u,v) £ M. Then there are 
hi,...,hr E V with u + g • v = £ /^a;. Therefore, 

(u,i;) = £ > z • ( a n 0 ) + (-*;)• (<?,-1). 
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This is the basis property. Considering the projection of the basis elements, we get 
TTI(M) = A + (#), and using (0,u) G M & gv G A & v £ A : g, we get ir2(keriri) = 
A:g. 

Algor i thm for Gröbner bases computation of A -f- (g) and A : g. 

Input: A basis { a l 5 . . . , ar} of A, a 0 ^ g £ V and an admissible order <T • 

Output: A Gröbner basis G\ of A -f (#) and G2 of A : #, both w.r.t. < ^ . 

Step 1: Define for module-terms in V2 an order < by te{ < t'ej, if i — 2,j = 1 or 

i = j 6 {1,2}, i < r < ' . 

Step 2: Compute a Gröbner basis (7 w.r.t. < for the module M generated by (a l 5 0 ) , . . . , 

K,0),(#,-1). 

Step 3 : Let 7T; : M —> V be the canonical projection on the z'-th component, i = 1,2, 

then Gi := TT^G) and G2 := ir2({(u,v) EG \U = 0}). 

The correctness follows easily from the observation lt{u, v) = lt(u) if u ^ 0, and 
/<(0,v) = /t(v) if v T^O. 

The Gröbner basis ot A : g can be used as new input, giving Gröbner bases of A : g2 

and A : g + (g). Then using the Gröbner basis of A : g2 as input, the alg. gives 
Gröbner bases for A : g3 and A : g2 + (g), etc. This procedure can be iterated until 
we get A : gk — A : <//c+1, i.e. until the saturation and its index are found. There 
are two observations which accelerate this recursive Gröbner basis computation. If 
{a ' l 5 . . . ,a's/} is the obtained Gröbner basis for A : g\ then in the next application of 
Buchberger's algorithm, we know that all (0, a'J belong to the actual module M. Hence 
we may use as input all (aj, 0), all (0, aj) and (#, —1). And at the beginning of the next 
loop only the "S-polynomials" 5((aJ, 0), (g, —1)) have to be built and reduced, because 
the "S-polynomials" 5((a(-,0),(aj,0)) and 5((0, aj), (0,a^)) reduce to (0,0), since the 
a[ are a Gröbner basis. 

Introducing a new variable x0 and using the bijection (u, v) <—> x0-u-\-v, the Gröbner 
basis calculation in step 2 of the algorithm can be seen in principle as Buchberger's 
algorithm applied to x0ai,... ,x0ar,x0g — 1, where although the input polynomials 
belong to M[x0,..., xn] only multiplications with terms of T C JK[x\,..., xn] in the 
S-polynomial computations and in the reductions are admitted, i.e. only those S(fi, fj) 
are considered, where /,-, fj either both contain x0 or both don't, and in / —>p g := 
f — ic(f\it(f)fi the term j4pr does not contain x0. Using the output Gröbner basis 
{ a ' j , . . . , a's,} as input for the computation of a Gröbner basis for A : g2 means in the 
same way multiplication of all a\ by x0 and then using them together with x0g — 1 as 
input for the modified Buchberger algorithm. 
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The connection of this procedure to the method in [3] is now apparent. In [3], Buch-
berger's algorithm is applied to a l 5 . . . , as, x0g — 1 in JK[x0,... ,xn]. At first, the S-
polynomial computations for the pairs (x0g — l,a,-) require multiplication of all a; by 
x0, since 5(at-, x0g — 1) = S(x0a{, x0g — 1). At termination, the Gröbner basis elements 
not depending on x0 are a Gröbner basis for the saturation of A : g, w.r.t. < T , if the 
order < for terms in x0, Xi,..., xn satisfies xl°t < xJ

0°t' if i0 < j 0 or (i0 = j 0 and t <T t') 
for terms i, t' G T. Hence, in contrast to our variant, multiplications with x0 are allowed 
without restrictions. Therefore, both methods are essentially the same, differing only 
by the book-keeping to what A : gl or A : gl + (g) the actually considered polynomial 
belong. 

The presented computation of a Gröbner basis for A : g holds for ideals A of ar
bitrary dimension. There is also a linear method, which is applicable, when A is 
zero-dimensional and is given by a Gröbner basis (w.r.t. an arbitrary admissible or
der < ! .) Then V/A is an s-dimensional iR'-vector space and the equivalence classes 
consists of all polynomials / having the same normalform NF(f, < i ) . 

Take the terms t E T in increasing order <y . Denote this ordered set S. Calculate 
NF(t - g, <i) until the first t E S is found such that NF(t • g, <j) depends linearly on 
preceding normalforms NF^-g,^), t' G S, i.e. NF^-g^Kx) = 52c(t')NF(t' • # , < i ) . 
Then t — Y, c(t')t' G A : g. Modify S by removing this t and all its multiples. Then look 
again for the first t E S, such that NF(t • g,<i) depends linearly on some preceding 
NF(t' • # , < ! ) , t' E S. This gives an additional t - Y,c{t')t' E A : g. Then this t 
and its multiples are removed from S etc. This procedure terminates, since otherwise 
the monomial ideal generated by all t which are once removed from S has no finite 
basis. And by construction, there is no / G A : g having a leading term (w.r.t. <j) 
which is no multiple of the leading term of a t — Y. c(t')t' found in the algorithm. This 
means that these t — J2c{t')t' constitute a Gröbner basis of A : g w.r.t. <T • For a 
more detailed exposition and proof of this algorithm, readers are referred for instance 
to [7], where the FGLM-method is discussed which is the special instance g = 1 
of the method presented here. The additional computational amount of this FGLM-
generalization stems from dealing with normalforms NF(t-g, < i ) instead of NF(t, < i ) . 
The complexity analysis of the FGLM-method in [7] uses heavily a recursion relation 
NFixkt,^) = NF(xkNF(t, < i ) , < i ) , but apart of JVF(1,<!) = 1 the authors of [7] 
never used special simplifications arising from the fact t ET. Therefore only the initial 
computation of NF(1 - g,<i) could give a complexity surpassing 0(s3). But in most 
applications, like the algorithm of the next section, g = NF(g, < j ) holds, which means 
no additional amount to the 0(.s3)-complexity. 

A method, similar to those in [7], can be used for the computation of a lexicographical 
Gröbner basis of A + (g), when a lexicographical Gröbner basis for the ideal A with 
dim{V J A) — s is given. It requires first the computation of a generalization of a 
Gröbner basis, a so called border basis. Such basis consists of b < n • s elements 
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and contains the given Gröbner basis. A careful analysis shows that the calculation 
of a border basis of A -f (g) requires at most s2(n -f 2)(6 + s) = 0(s3) additions and 
multiplications. 

4. Decomposition into triangular systems 

Definition 1. Let { y l 5 . . . , yr} and { z 1 ? . . . , zs} be disjoint subsets of { x l 7 . . . , xn}. 

Then { t / l 5 . . . , yr} will be called lexicographically in front of {^i,..., zs} with respect to 

<T-> if for arbitrary terms the following implication holds. 

yY • • • ylr < T yl' • • •,y'; =*> s/j1 • • • y?£ • • • *.*•. < T y? • • • y$'4l •••*.*• (8) 

This definition is useful for combining orders which order sets of terms for disjoint sets 
of variables. A special instance is the lexicographical order, where every {#;} is in front 
of { # ! , . . . ,X{_i}y i = 2 , . . . ,n . For deriving special properties of this lexicographical 
order, we show the following result. 

Lemma 5. Let xn be lexicographically in front of { x i , . . . , : r n - i} w.r.t. <T and let 
degXn(f) denote the degree of f in xn. The the following assertions hold. 

i) If / i , . . . , fr are polynomials with degXn(fi) < d, i — 1 , . . . , r, then ' ( / i , . . . , / r ) , 
has a Gröbner basis w.r.t. <y, where every element f satisfies degXn(f) < d. 

ii) If F := { / i , . . . , / r } is a Gröbner basis w.r.t. <^r, then Fk := F fl {/ G V \ 
degXn(f) < k] is a Gröbner basis (w.r.t. <T) for all positive integers k. 

iii) Let fi := ^2j=o9ij(x'i. • • • ixn-\)^~^ with nonzero polynomials (ji0, i = l , . . . , r . 
If F := { / i , . . . , / r } is a Gröbner basis w.r.t. < j , then G := {gio, • • • ̂ gro} is a 

Gröbner basis (w.r.t. <T)-

Proof. Using F as input for Buchberger's algorithm, we observe, that if no poly
nomial in the input has a degree in xn greater than d, then this holds true for all 
polynomials in the algorithm. This follows from degXn(f) = degXn(lt(f)) and there
fore degXn(S(f,g)) < ma,x{degXn(f),degXn(g)}. And in the reduction / — > F g := 

f ~ icUi)Hh)^ a l s ° degx^9) < de9xn{f) holds because g - lc(f) • S(f,fi) and lt(fi) 

divides lt(f). This proves i). 
If F is a Gröbner basis, then S(f,g) —>*F 0 for all f,g€ Fk- But every /,- involved in 
the reduction of S(f,g) to 0 satisfies degXn(f{) < k by the same arguments as before. 
Hence S(f,g) —>F k 0, i.e. F^ is already a Gröbner basis. This proves ii). 
If F is a Gröbner basis, then observing only the reduction of terms of highest degree 
in xn in S(fi,f3) — > F 0, we get S(gto,gJO) —>*G 0. This proves iii). 
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This lemma shows that , having one lexicographical Gröbner basis F := {/i , . . . , / r } , 
we can read off many other lexicographical Gröbner bases from F. For instance, when 
the fi are ordered by H{fj) <T '*(/;) > if i > J, and when, for a given s, /t- is the 
only polynomial in F C\ ]K[x\,..., Xk] with degXk(fi) = s, then {/;, / ; + 1 , . . . , fr} and 
{fi+i, • • •, / r } are both lexicographical Gröbner bases. 

Example 1. Let ($ be the field of rationals, V := (p[0:1,2:2,^3,^4], and <T the 
lexicographical order with x\ <T X2 <T X3 <T X4. A lexicographical Gröbner basis of 
an ideal, introduced by A. Björck and called "Arnborg4", is {/1} . . . , / 6 } with 

h '• = x4 + x3 -f x2 + xu 

h := xl + 2X3X-L + x\, 

h : = X3X2 — X3XX + X j ^ i + X 2 X i 

u := x3x\ - x3 + xj - £ 1 , 

h := *2 1 " t «// o«/* 1 *^2 *^ 1 ? 

fe := *2 1 9 1 1 1̂  * 

Then {/2,/3, / 4 , / 5 , / e } , {/a, / 4 , / s , / e } , {/5,/e} and {/6} are also Gröbner bases by 
lemma 5ii). Applying lemma 5iii) on these five bases gives in addition lexicographical 
(not-reduced) Gröbner bases, which are after reduction {1} (from { / i , . . . , / e } and 
{/2,- . - , /e}) , {x2 ~xux\ - 1 } (from {/3,/4, /5, /e},) {x\}, and {x\ -x\}. 

Example 2. Let V := Q[xi,x2,x3], and <T the lexicographical order with x\ <T 
x2 <T x3. The set {/1} / 2 , / 3 , / 4 } with 

/1 := ^ + 13 + 1 2 - 1 , 

/ 2 := x3x2 + 0:3a;! + x3 + £2^1 + aJi + 2, 

/ 3 := x\ + 2x2-l, 

JA '•— X\ — 2, 

is a lexicographical Gröbner basis. Then, by lemma 5ii), {/2, / 3 , / 4 } , {/3, / 4 } , and {/4} 
are lexicographical Gröbner bases, too, and by lemma 5iii) after reduction, {1}, and 
{x2 + xx + \,x\- 2} (from {/2 , /3 , /4}) as well. 

Lemma 6. Let A be a zero-dimensional ideal and G a Gröbner basis of A. Then there 
exists for every i = 1 , . . . , n an fi G G and an integer k{ > 0, such that lt(fi) — x\\ 
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Proof. As zero-dimensional ideal, A contains for every X{ a polynomial univariate in 
Xi. Its leading term, a pure power of x^, is a multiple of the leading term of an /,- G G 
by the definition of Gröbner bases. 

Lemma 7. Let G = {/i, . . . , / r } be a reduced Gröbner basis with respect to an order 
<y, where lexicographically in front of{xi,..., xn-i}, 

di 

fi •= ^29ij(^l, ' • • ̂ n-l)xi~J (11) 
3=0 

with nonzero polynomials (ji0, i = l , . . . , r , and lt(fr) <T ••• < r tt(fi)> U 9\o i S 

constant, then ( / 2 , . - - , / r ) ' / i has the Gröbner basis (w.r.t.<T) {<?2o? • • • )9ro} and 

Remark. If { / i , . . . , / r } generate a zero-dimensional ideal, then gi0 is a constant, 
because by lemma 6 there is an /,• with lt(fi) = x% which is / i by the numbering of 
the polynomials. 

Proof. Let gio = 1. Because of the numbering of the /,- and because G is reduced, di > 
max{<f2,. • •, dr} holds. Consider 7i, := gi0'}\ —x't~d"fi-, 1 < i <r. Because of It (hi) <T 
lt(fi) and hi € (fi..., f r ) , the leading term is a multiple of an lt(fj),j > 1. Hence for 
a suitable pi G V : h\ := hi — Pifj is in ( / i , - - - , / r ) and It(h'i) <T lt(hi) <T lt(fi). 
Analogously with h\ in place of hi we find an h" G ( / i , • • • ,/r)? ^ W ) <T lt(K) <T 
lt(hi) <T lt(fi), etc. This reduction procedure terminates, since V is Noetherian, 
with 0. The difference of every two consecutive members of this reduction chain are 
in (/2? • • •, fr), the last one being 0. Hence hi G ( / 2 , . . . , fr)- Therefore also #t0 • / i G 
( /2 5 - - - , / r ) - This implies 

(<72o , . . . ,<7ro) C ( / 2 , . . . , / r ) : / l -

Take now a g • / i G ( / 2 , . . . , f r ) , 0 ^ g £V. It has a leading term, which is a multiple 
of an lt(fi), i > 1, since {/2, • • • , / r } is a Gröbner basis by lemma 5ii), i.e. 

/ % ) * * G ( / ^ 2 o ) ^ 2 , . . . , / t ( ^ r o ) ^ ) -

Therefore, lt(g)lt(fi) is a t-fold multiple, t G T, of an lt((ji0)lt(fi), I < i < r. Hence, 
for a suitable c G iff, g'fi := gf\ — c -t • gi0fi, such that g ' / i G (/2 , • • • , / • ) and 
/£(#') <y /£(#) or g' = 0, allowing again an inductive argument. Therefore 

gfi € (Wi , - - - ,<7ro / i ) - (12) 

This means g G (g2o, • • •, 9ro) if # G (/2 , •. •, / • ) : / i - In other words (/2 , ...,fr):f1 = 
(9201 • • • iSIro)-, where by lemma 5iii) {<?2o, • • •, <7ro} is a lexicographical Gröbner basis. 
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{/2 , . . . , fr] is Gröbner basis by lemma 5ii), and ft(/i) is no multiple of an lt{fi), i > 1. 

Therefore X £ ( / 2 , . . . , / r ) . 

For formulating the main algorithm, we need two technical definitions. By <* we will 
denote the lexicographical order of terms in xi,...,Xk with xx <k ••• <k %k- And 
SAT(G,g, <k) denotes the saturation of A : g, where G is a Gröbner basis w.r.t. <k 
and A the ideal generated by G. 

Algor i thm for decomposing zero-dimensional varieties. 

Input: ( { / i , . . . , f r } ; <n)> where {/ l 5 . . . , / r } is a reduced Gröbner basis w.r.t. <n of 
a zero-dimensional ideal A. 

Output: A set Z of finitely many polynomial sets {gi,... ,gn] of triangular type (3), 
such that V(A) is the union of the disjoint sets V(<7i,... , # n ) , {<7i,.. • ,gn} 6 Z. 

Step 1: Let U(fj) <n lt(f{) for i > j . Let f{ := lcXn(fi) G JK[xu.'.. ,a;n_i] denote 
the leading coefficient of /,- considered as polynomial in xn, i > 1. Let G\ := 
{/ i , . . . , / r } . Reduce the lexicographical Gröbner basis {/2 , . . . , / r } to a Gröbner 
basis G. 

Step 2: Call the alg. with input ( G ; < n _ i ) , resulting in a set Z' of finitely many 
sets {<7i,..., <7n_!}. Let then Z denote the set of all polynomials {^i,... ,gn-i, 

737T)/i}> 
{<7i,---,<7n-i} e Z'. 

Step 3 : For i = 2 , . . . , r do while fi $ A : 

Compute a Gröbner basis G\ of SAT(G?i_1,/J, < n ) and a Gröbner basis G; of 
( / i , . . . , / r , / 2 , . . . , / t ) , both w.r.t. the order < n , call then the algorithm with 
input (GJ-; < n ) , and enlarge Z by the resulting triangular sets. 

For proving correctness and termination of this alg., let B := ( / 2 , . . . , / r ) : A + ( / i ) . 
Since /,- G (/2 , • . . , / r ) C ( / 2 , . . . , / r ) : / i , i = 2 , . . . , r , we have A C J3. By lemma 
7? {/i ?/25 ••• , / r } generates i? and the /,-, z > 1, depend only on a?i, . . . ,a;n_i and 
constitute a lex. Gröbner basis. Using V(B) = V(f1)nV(f2i...Jr) = V{f1)V(V(G), G 
a reduced Gröbner basis of ( / 2 , . . . , / r ) , and assuming that correctness and termination 
are already proved for the n — 1-variate algorithm, we see that in step 2 the required 
decomposition is performed for V(B). 

By lemma 3, the variety of the saturation of A : B is the disjoint union of the varieties 

V(A:fr), V((A + (f1)):f?>),...,V((A + (f1,f2,...,fT-1)):fr) 
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again with sufficiently large rrii,i = l , . . . , r . Because of / i G A, the first variety is 
empty, and A + ( / i ) = A. Hence V(A : Bm) is the disjoint union of 

V(A:fr), V((A + (f2)):fp),...,V((A + (f2,...Jr_1)) : f ) , 

where empty varieties may be omitted. For instance (A + (/2 , • • • >/i-i)) : JT* *s ^ 
with an empty variety, if fi G A. By construction, / ; belongs to A, if and only if 
degXn(fi) = 0. The ordering of the /,- in step 1 implies then that there is a &, such that 
fi $ A if and only if i < k. Therefore, in step 3 all nontrivial varieties are computed, 
such that their union is V(A : Bm). 

For termination, we remark that A is a proper subset of the saturation of A : B. 
This follows from the disjoint union V(A) = V(B) U V(A : Bm) and V(B) not empty 
because otherwise 1 G (/*2, • • •, fr) ' / i in contradiction to / i $ ( / 2 , . . . , fr) by lemma 
7. Hence A is a proper subset of all SAT(Gt-_i,/,-, < n ) D A : Bm. If we know, that the 
algorithm terminates when applied to ideals in SC[xi,..., xn_i] and to ideals which 
contain properly A, then an inductive argument proves termination of the algorithm 
applied to A, since JK[xi,..., xn] — V is Noetherian. 

The result of the algorithm can be summarized in the following. 

Theorem. Let / i , . . . , fr be polynomials in ]K[xi,..., xn] with only finitely many com
mon zeros. Then the set V ( / i , • •. , / r ) of these zeros is the disjoint union of finitely 
many sets V(gi,... ,gn), obtained by the decomposition algorithm, where 

9i= z?1 + EiS1 ajsi eK[*i\, 

92 = xd
2

2 + T,f=\l 92,j(xi)x3
2 G K[x1,x2], 

9n = Xd
n

n + E j = I 1 ^ ( l l , . - . 5 a ! n - l K G K[xU...,Xn]. 

5. Examples 

Termination and correctness of the algorithm is only shown here for zero-dimensional 
ideals. For A with dim(A) ^ 0 we may decompose V(A) by lemma 1 into V(B) U 
V(A : Bm) where (as in the algorithm for decomposing zero-dimensional ideals) B := 
( /2 , - - - , / r ) : / i + (/i) a n d { / i , - - - , / r} a lexicographical Gröbner basis of A with 
tt(fi) <T lt(fi) for i > 1. Sometimes this decomposition is an improper one, V(A) — 
V(A : Bm). We have installed an early version of this algorithm in REDUCE 3.4 as 
procedure GROEPOSTPROC, see MELENK ET AL. [8]. There we allow lexicographical 
Gröbner bases of arbitrary ideals as input and interrupt the algorithm, when we arrive 
at an improper decomposition. Then we choose a different lexicographical order, i.e. we 
renumber the variables, and start the algorithm anew. After a finite number of trials, 

(13) 
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we get in any case a proper decomposition. The reason for this successful decomposition 
is roughly said that , when we start with an order where the first d variables constitute 
a maximal set of independent variables, then the ideal A can be considered as a zero-
dimensional ideal in ]K(x1,..., Xd)[xd+i, • • • ,xn]. However, a detailed description and 
proof of this procedere goes beyond the aim of this paper. 

Let us finally consider how the decomposition algorithm works, when applied on the 
bases considered in the examples 1 and 2. 

Example 1 (cont.) As before, we have 

h = X4 + #3 + X2 + XU 

h = x\ + 2x3x± + x\, 

h = X3X2 — X3X1 + x\x\ + X2X1 -2a;? 

h = X3x\ - X3 + x\ - XU 

h = 2 1 ""' 2 1 2 **̂ 1 ? 

h = 2 1 2 1 1 "̂  

Although the input ideal is no radical, f2 = (x3 + # i ) 2 , in the algorithm all saturation 
indices turn out to be equal to 1. 

The first call of the algorithm is with input ( { / i , . . . , / Ö } , <4) : 

S T E P 1 (No calculation, only application of lemma 7): / ; = / ; , i — 2 , . . . , 6. 

S T E P 2 Call the alg. with d / 2 , • • . , / Ö } , <3) and append /1 to all resulting triang. sets. 

S T E P 3 Empty loop. 

The call with input ( { / 2 , . . . , / 6 } , < 3 ) gives 

S T E P 1 (No calculation, only application of lemma 7): {f3,...,/6} = {x2 —X\,x\ — 
l ? /5 ) / e} . Reduction of this Gröbner basis (=cancellation of redundant polyno
mials) to {x2 — xx,x\ — 1}. 

S T E P 2 Call the alg. with input ({x2 — x\,x\ — 1}, < 2 ) resulting in {{x\ — \,x2—Xi}}. 
Append f2. This gives {{x* — l,x2 — x1,x\-\- 2x3xx + x\}}. 

S T E P 3 Because of (/2, •. • , / Ö ) : (x2—xi) = {2x3 — x\x\ + 3 ^ i , / 5 , / 6 ) , the algorithm is 
called with ({2x3 - x\x\ + Sxu / 5 , / 6 } , < 3 ) . Then ( / 2 , . . . , f6, x2 - xx) : {x\ - 1) = 
(1) with no call (empty variety). 
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The call with input ({2x3 — x\x\ + 3 : r i , /5 , / 6 } , <ß) gives in analogy to the first call 
a call with input ( { / s , ^ } , <2)5 where 2x3 — x\x\ + 3zi is appended to all resulting 
triangular sets. 

The call with input ( { / 5 , / 6 } , < 2 ) : 

S T E P 1 Lemma 7 not applicable since ltX2{fs) = x\. This step computes B. We get 
here B = (/5, x\ - 1) because (/6) : / 5 = (x\ - 1). 

S T E P 2 Since {x\ — 1} is already "triangular", this step returns {x\ — 1 , /s}. 

S T E P 3 (fsifß) : (xi — 1) = (x\x\ — 1). Here no further decomposition is possible. 
Hence {x\x\ — 1} is returned unchanged. 

In total the algorithm returns {5i, S2, S3] with 

Si := {x\ — l,x2—x1,x\-\-2x3x1-\rx\,x4i-\-x3-\-x2-\-x1}, 

52 := {zj — l,x%x\ + ^2 x i ~~ ^2 — xx,x\ + 2x3^! + x\,xA + x 3 + £2 + ^i}> 

5 3 := {aijxj — 1,0:3 + 2 x 3 x i + a;5,x4 + a;3 + a;2 + a;i}. 

It should mentioned however, that in REDUCE 3.4 the call of GROEBNERF, which 
uses the early version of the algorithm, returns the much nicer sets 

{x4 + x2,x3 + xux2xx + 1}, 

{2:4 + x2,x3 + xi,x2xx - 1}, 

because in GROEBNERF all polynomials from input, such as f2 = (x3 + x i ) 2 , and 
polynomials obtained by reducing S-polynomials are factorized and for each factor the 
Groebner basis calculation is continued separately. 

Example 2 (cont.) Here, / i , / 2 , / 3 , / 4 are 

/1 := x\ + x3 + x2 - 1, 

f2 := x3x2 + Z3Z1 + :r3 + x2xi + xi + 2, 

/ 3 := ^ + 2 x 2 - l , 

U •= x\-2. 

The input ideal is a radical, therefore all saturation indices are equal to 1. The first 

call of the algorithm is with input ({/1, /a, / 3 , ^4}, <3) : 

S T E P 1 (No calculation, only application of lemma 7) f2 = x2 + Xx + 1 , f3 = / 3 , / 4 = 
/ 4 . Cancellation of redundant Gröbner basis elements gives {x2 + Xi + 1, x\ — 2}. 
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S T E P 2 Since the input {x2 + xx + 1 , x\ — 2} is already triangular, the alg. with input 
{{x2 -\-xi + 1, x\ — 2}, < 2 ) returns this triang. set unchanged. Appending fi gives 
the first triangular set for the ideal ( / i , / 2 , / 3 , / i ) -

S T E P 3 The loop is only used once, because x\ — 1 = / 4 belongs to ( / i , / 2 , /3 , /4 ) -
Then (fi^hjsj^ : (x2 + xi + 1) = (x3 + zi,Z2 - &i + l , /*) - But this is again 
already triangular. Therefore the algorithm returns {f±, x2 — Xi -f 1, x3 + xi}. 

In total the algorithm returns the set {Si,S2} with 

Si := {xl-21x2 + Xi + l,xl + x3 + x2-l}, 

S2 := {xj - 2 ,z 2 - ^i + 1,^3 + ^ i } -
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