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Abstract

Nonnegativity certificates can be used to obtain tight dual bounds
for polynomial optimization problems. Hierarchies of certificate-based re-
laxations ensure convergence to the global optimum, but higher levels
of such hierarchies can become very computationally expensive, and the
well-known sums of squares hierarchies scale poorly with the degree of
the polynomials. This has motivated research into alternative certificates
and approaches to global optimization. We consider sums of nonnegative
circuit polynomials (SONC) certificates, which are well-suited for sparse
problems since the computational cost depends on the number of terms in
the polynomials and does not depend on the degrees of the polynomials.
We propose a method that guarantees that given finite variable domains,
a SONC relaxation will yield a finite dual bound. This method opens
up a new approach to utilizing variable bounds in SONC-based meth-
ods, which is particularly crucial for integrating SONC relaxations into
branch-and-bound algorithms. We report on computational experiments
with incorporating SONC relaxations into the spatial branch-and-bound
algorithm of the mixed-integer nonlinear programming framework SCIP.
Applying our strengthening method increases the number of instances
where the SONC relaxation of the root node yielded a finite dual bound
from 9 to 330 out of 349 instances in the test set.

1 Introduction

Polynomial optimization problems are a topic of active research in the fields
of algebraic geometry and nonlinear optimization, with applications in dynam-
ics and control [3, 23, 24], wireless coverage [10, 11], and economics and game
theory [37], to name a few. These problems are, in general, nonlinear and
nonconvex, making finding the global optimum a difficult task. Furthermore,
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polynomials with high degrees present a particular challenge since the nonlinear-
ity is more pronounced in such polynomials. Existing optimization techniques
often rely specifically on linear or quadratic structures in problems, and even
those methods that focus on general polynomial optimization problems often
scale poorly with the degree.

Global polynomial optimization methods can be roughly divided into two
categories. General-purpose approaches such as spatial branch-and-bound [18,
16] are versatile and can call upon a variety of sophisticated techniques in or-
der to speed up the solving process. However, these algorithms rely on linear
or convex relaxations of the problem, and conventional relaxations lack the
means to efficiently capture polynomial nonlinearities. Approaches based on
nonnegativity certificates [36, 27, 21, 29] are better at leveraging the structure
of an entire polynomial, as opposed to its monomial terms, in order to obtain
stronger dual bounds. The search for the global optimum, though, requires
constructing computationally expensive hierarchies of relaxations. The goal of
this paper is to help bridge the existing gap between general-purpose algorithms
and certificate-based relaxations by (i) formulating a class of valid constraints
to strengthen sums of nonnegative circuit polynomials (SONC) relaxations in
the presence of finite variable bounds, thus enabling such relaxations to benefit
from decreasing domain sizes in nodes of a branch-and-bound tree, and (ii) de-
veloping a branch-and-bound algorithm that solves SONC relaxations next to
linear relaxations.

General-purpose solution methods such as spatial branch-and-bound can
solve polynomial optimization problems as long as some linear or convex re-
laxation is available, for example a linear relaxation constructed by outer ap-
proximating the power and product terms appearing in a polynomial. The
Reformulation-Linearization Technique (RLT) [1, 2] can be employed to strengthen
such methods. RLT produces a family of cutting planes in a lifted space, and it
has been shown to yield strong relaxations of polynomial problems [35, 34, 12].
The solver RAPOSA [16] implements an RLT-based branch-and-bound algo-
rithm aimed at efficiently solving polynomial optimization problems.

Another approach to polynomial optimization is based on results on non-
negativity of polynomials. Such results usually rely on the cone of polynomials
that are representable as sums of squares (SOS), and originate in the works of
Shor [36], Nesterov [27], Lasserre [21] and Parrilo [29]. A semidefinite program
is solved in order to produce an SOS nonnegativity certificate for f(x)−γ, seek-
ing to maximize γ. Further developments include improving the computational
efficiency of SOS-based methods by exploiting sparsity [38, 39], employing re-
strictions of the SOS cone [4], as well as developing software for polynomial
optimization such as GloptiPoly [17] and SOSTOOLS [28].

The SONC certificate, based on the decomposition of a polynomial into
a sum of nonnegative circuit polynomials, was proposed by Iliman and de
Wolff [19]. Unlike for SOS certificates, the computational cost of computing
a SONC certificate does not depend on the degree of the polynomial. Further-
more, since the cones of SOS and SONC polynomials do not coincide or contain
one another [19], for some problems a SONC decomposition yields better bounds
than an SOS decomposition.

The cone of sums of arithmetic geometric mean exponentials (SAGE) [8, 9]
provides an alternative view of the SONC cone. The membership of a poly-
nomial in the SAGE cone can be decided by solving a convex relative entropy
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program, and the method was successfully extended to constrained optimization
problems [26].

These cones of nonnegative polynomials, however, in general only provide
a dual bound. While for SOS polynomials, there is a hierarchy of relaxations
that converges to the global optimum [21], solving high levels of this hierarchy
can have a prohibitive computational cost. An alternative approach to global
optimization via nonnegativity certificates is to combine them with a branch-
and-bound algorithm. The first such integrated algorithm was proposed by
Seidler [31]. This algorithm branches on signs of variables, so that additional
terms can be identified as positive. However, convergence to the global optimum
is not guaranteed.

In this work, we continue to investigate the potential for combining SONC-
based relaxations with branch-and-bound algorithms. To this end, we first
address the difficulties in utilizing variable bounds when applying SONC re-
laxations. We employ a Lagrangian relaxation approach to build the SONC
relaxations of constrained optimization problems and strengthen them by poly-
nomial constraints derived from variable bounds. We construct these constraints
in a way that aims at achieving a structure of the exponent set of the Lagrangian
function that is well-suited for obtaining a SONC certificate. Adding these con-
straints enables the root node SONC relaxation to obtain finite dual bounds
for 330 out of 349 instances from our test set, whereas the standard SONC
relaxation found a finite dual bound only for 9 instances.

The second contribution of this paper is an implementation of SONC relax-
ations within a general-purpose spatial branch-and-bound algorithm. We imple-
ment these relaxations in a relaxator plugin of the MINLP framework SCIP [5],
which applies a preprocessing step, adds polynomial-bound constraints and calls
the polynomial optimization software POEM [33] in order to obtain SONC cer-
tificates. Although our experiments showed that SONC relaxations are not yet
competitive with state-of-the-art linear relaxations, we observed a considerable
improvement in the root node dual bound on 6 instances, with SONC relax-
ations closing up to 91% of the gap as compared to linear relaxations.

The rest of the paper has the following structure. Sections 2 and 3 provide
a summary of the theory of SONC certificates and their use for polynomial
optimization. Section 4 presents the main theoretical contribution of the paper:
a new method for incorporating variable bounds into a SONC relaxation. In
Section 5, we discuss the implementation of SONC relaxations within the spatial
branch-and-bound algorithm of SCIP. Finally, in Section 6, we report the results
of our computational experiments.

2 SONC Certificates

Consider a constrained polynomial optimization problem of the form

min
x∈Rn

f(x) =
∑

α∈A(f)

fαxα (1a)

s.t. gi(x) =
∑

α∈A(gi)

gi,αxα ≥ 0, i = 1, . . . ,m, (1b)

where fα, gi,α ∈ R are nonzero coefficients of the polynomials andA(f), A(gi) ⊂
Nn, i = 0, . . . ,m, are supports of polynomials f and gi.

3



In this formulation, monomials are written as xα := xα1
1 · . . . ·xαnn . An expo-

nent α is a monomial square if the term fαxα satisfies fα ≥ 0 and α ∈ (2N)n.
The Newton polytope New(f) of a polynomial f with support A(f) is defined
to be the convex hull of the exponents of f , that is New(f) = conv(A(f)). Let
V (f) denote the vertices of New(f) and let ∆(f) = A(f)\V(f) denote the set of
all non-vertex exponents. We will refer to terms that correspond to exponents
in ∆(f) as inner terms of f . Further, we will denote the set of exponents that
correspond to monomial square terms as MoSq(f), and the remaining set of
exponents as MoSq(f) = A(f) \MoSq(f).

SONC certificates, similarly to SOS certificates, utilize a decomposition of a
polynomial into a sum of polynomials of a special structure, such that nonneg-
ativity of such polynomials is easy to prove. In the case of SONC, these basic
building blocks are circuit polynomials [19]:

Definition 1. A circuit polynomial is a polynomial of the form

f(x) =
∑

α∈V (f)

fαxα + fβxβ , (2)

where the vertices α ∈ V (f) are affinely independent and are monomial squares,
that is, V (f) ⊆ MoSq(f).

The exponent β of the inner term of a circuit polynomial can be uniquely
written as a convex combination of vertices:∑

α∈V (f)

λ(β)
α = 1 and

∑
α∈V (f)

λ(β)
α α = β. (3)

The weights λ
(β)
α are referred to as barycentric coordinates of β. For a circuit

polynomial, one can compute the circuit number

θf (β) =
∏

α∈V (f)

(
fα

λ
(β)
α

)λ(β)
α

. (4)

Nonnegativity of a circuit polynomial can be decided by comparing the cir-
cuit number to the coefficient of the inner term [19]:

Theorem 1. A circuit polynomial f as given in (2) is nonnegative if and only
if

|fβ | ≤ θf (β) and β /∈ (2N)
n

or fβ ≥ −θf (β) and β ∈ (2N)
n
.

By utilizing circuit polynomials, Iliman and de Wolff [19] proposed a new
class of nonnegative polynomials:

Definition 2. A polynomial f is a SONC polynomial if it is of the form

f(x) =
∑̀
i=1

cifi(x) (5)

where ci ≥ 0 are nonnegative coefficients and fi are nonnegative circuit polyno-
mials for all i = 1, . . . , `.
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Figure 1: Exponents and the Newton polytope of the polynomial f(x1, x2) =
x6
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Another class of polynomials that is of interest in the context of SONC de-
compositions is the class of ST-polynomials. Similarly to circuit polynomials,
the vertices of ST-polynomials are monomial squares that are affinely indepen-
dent, or, in other words, form a simplex. The difference is that ST-polynomials
can have multiple inner terms.

Definition 3. A polynomial f is an ST-polynomial [20] if it has the form

f(x) =
∑

α∈V (f)

fαxα +
∑

β∈∆(f)

fβxβ (6)

such that New(f) is a simplex whose vertices α ∈ V (f) are monomial squares,
that is, V (f) ⊆ MoSq(f).

For all β ∈ ∆(f) there exist λ
(β)
α ≥ 0, α ∈ V (f), forming the unique convex

combination (3). The vertex set V (f) of the simplex is referred to as a cover of
the inner term β. We will say that β is covered by V (f).

Figure 1 shows points corresponding to the exponents of the polynomial
f(x1, x2) = x6
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1x
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1x
5
2 + x2

1x
2
2 + 1. The coloured region rep-

resents the Newton polytope. Since the vertices (6, 4), (2, 6) and (0, 0) are
even, correspond to terms with positive coefficients and are affinely indepen-
dent, f(x1, x2) is an ST-polynomial. Exponents of the inner terms (2, 5), (3, 3)
and (2, 2) can be expressed as unique convex combinations of the vertices.

It is possible to split an ST-polynomial into circuit polynomials by taking
the same Newton polytope for each inner term and splitting the coefficients of
the monomial squares among the circuit polynomials. The existence of such a
decomposition is a proof of nonnegativity.

Theorem 2. ([20, Theorem 3.1]) An ST-polynomial f(x) is a SONC polyno-
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mial if for every (β, α) ∈ ∆(f)× V (f) there exist aβ,α ≥ 0 such that

|fβ | ≤
∏

α∈nz(β)

(
aβ,α

λ
(β)
α

)λβα
,

fα ≥
∑

β∈∆(f)

aβ,α.

These aβ,α are the weights in the following SONC decomposition:

f(x) =
∑

β∈∆(f)

 ∑
α∈nz(β)

aβ,αxα + fβxβ

 ,

where nz(β) denotes all exponents α ∈ V (f) that correspond to nonzero barycen-

tric coordinates λ
(β)
α .

3 Polynomial Optimization via SONC

In this section we restate known results on SONC polynomials and optimization
methods based on SONC relaxations. Polynomial optimization problems can be
stated as nonnegativity problems, since one can write the problem of minimizing
f(x) equivalently as

sup{γ ∈ R : f(x)− γ ≥ 0}. (7)

This problem, however, is as hard as the original problem. Requiring instead
that some certificate of nonnegativity exists for f(x)− γ results in a relaxation
of the original problem. If a SONC decomposition is used as a nonnegativity
certificate, then the relaxation is

sup{γ ∈ R : f(x)− γ is SONC}. (8)

3.1 Lower Bounds for Unconstrained Optimization over
an ST-Polynomial

This section shows how to write the problem of finding the optimal SONC
decomposition of an unconstrained polynomial optimization problem as a convex
optimization problem. We begin by recalling the notion of geometric programs
(GPs).

Definition 4. [7] A monomial is defined as a function q : Rn → R of the
form q(x) = cxa11 · . . . · xann with c > 0. A posynomial is defined as a sum of
monomials. A geometric program (GP) is an optimization problem of the form

minimize p0(x)

subject to pi(x) ≤ 1, for i = 1, . . . , r,

qj(x) = 1, for j = 1, . . . , s,

(9)

where p0, . . . , pr are posynomials and q1, . . . , qs are monomials.
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Applying a logarithmic transformation to a GP results in a convex opti-
mization problem [6] which is equivalent to the GP; in particular, applying a
reverse transformation to an optimal solution of the transformed problem gives
an optimal solution of the original GP.

Let f be an ST-polynomial and assume that ∆(f) ∩ MoSq(f) = ∅. This
can be achieved by disregarding all monomial squares that are not vertices of
New(f). This change preserves the validity of a lower bound on the optimal
solution f∗ since monomial squares are always nonnegative [15]. The following
theorem formulates a GP based on the nonnegativity conditions from Theo-
rem 2.

Theorem 3. [15, Corollary 2.7] Let f be an ST-polynomial and introduce vari-
ables aβ,α > 0 for every β ∈ ∆(f) and α ∈ V (f). Then the SONC lower bound
on f is given by fSONC = f0 − γ, where γ is the solution of the following GP:

minimize
∑

β∈∆(f)

λ
(β)
0 6=0

λ
(β)
0 · |fβ |

1

λ
(β)
0 ·

∏
j∈nz(β)
α 6=0

(
λ

(β)
α

aβ,α

)λ(β)
α

λ
(β)
0 (10a)

subject to
∑

β∈∆(f)

aβ,α
fα
≤ 1 for all α ∈ V (f) \ 0, (10b)

|fβ |
∏

α∈nz(β)

(
λ

(β)
α

aβ,α

)λ(β)
α

≤ 1 for all β ∈ ∆(f) with λ
(β)
0 = 0. (10c)

3.2 Lower Bounds for Constrained Optimization with an
ST-Polynomial Lagrangian Function

Dressler et al. [15] extend the method described above to the constrained case
by utilizing Lagrangian relaxations. Consider an optimization problem of the
form (1). Then the Lagrangian function of the problem has the form

L (x, µ) = f (x)−
m∑
i=1

µigi (x) , (11)

where µi ≥ 0, i = 1, . . . ,m are Lagrangian multipliers. Let µ0 := 1 and g0 :=
−f . The Lagrangian then becomes

L(x, µ) = −
m∑
i=0

µigi(x). (12)

The coefficients of the polynomial (12) depend on µ, and term cancellation
may lead to some of the monomials vanishing for certain values of µ. Therefore,
the definitions of exponent sets need to account for this. Thus, the support
A(L) is defined as the union of supports of individual polynomials defining
the objective and the constraints: A(L) = ∪mi=0A(gi). The definitions of the
vertices of the Newton polytope and the exponents corresponding to inner terms
are analogous: V (L) = ∪mi=0V (gi) and ∆(L) = ∪mi=0∆(gi).
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We assume that ∆(L) does not contain exponents corresponding to mono-
mial square terms. If this is not the case, then, since monomial square terms
are always nonnegative, we can disregard monomial square inner terms and still
obtain a valid lower bound.

Further, we assume that L is an ST-polynomial, and write it in the form

L(x, µ) =
∑

α∈V (L)

L(µ)αxα +
∑

β∈∆(L)

L(µ)βxβ . (13)

For a fixed µ, the problem of optimizing the Lagrangian reduces to a similar
GP that is solved in the unconstrained case. Let γ(µ) denote the optimal value
of problem (10) for a given µ. The goal is to find the best possible lower bound
γ∗ over all nonnegative µ, that is, γ∗ = sup{γ(µ) : µ ∈ Rn+}. However, directly
writing this in the form (10) does not produce a GP, and additional relaxation
steps are necessary in order to obtain a GP [15].

As before, let λ
(β)
α denote the barycentric coordinates for each β ∈ ∆(L)

with respect to the vertices α ∈ V (L). For each β ∈ ∆(L), we introduce new
variables aβ,α > 0 for each α ∈ V (L), and bβ ≥ 0. For each constraint gi(x),
i = 1, . . . ,m, we denote by gi,α the coefficient corresponding to the monomial
xα. Then optimizing the Lagrangian over µ and x is equivalent to solving the
following optimization problem with variables µ, aβ and bβ :

minimize
µ≥0,

aβ>0,bβ≥0

m∑
i=1

µigi,0 +
∑

β∈∆(L)

λ
(β)
0 6=0

λ
(β)
0 · b

1

λ
(β)
0

β ·
∏

α∈nz(β)
α 6=0

(
λ

(β)
α

aβ,α

)λ(β)
α

λ
(β)
0 (14a)

subject to
∑

β∈∆(L)

aβ,α ≤ L(µ)α for all α 6= 0, (14b)

∏
α∈nz(β)

(
aβ,α

λ
(β)
α

)λ(β)
α

≥ bβ for all β ∈ ∆(L) with λ
(β)
0 = 0, (14c)

|L(µ)β | ≤ bβ for all β ∈ ∆(L) with λ
(β)
0 6= 0. (14d)

As before, nz(β) denotes all exponents α ∈ V (L) with non-zero barycen-
tric coordinates in the convex combination that forms β, i.e. nz(β) = {α ∈
V (L) | λ(β)

α 6= 0}. This optimization problem was stated in [20] and the follow-
ing statements were shown, see [20, Theorem 5.1 and 5.2].

Theorem 4. Let L be an ST-polynomial of the form (13). Assume that every
coefficient L(µ)α consists of only one summand for each α ∈ V (L) and is strictly
positive. Moreover, assume that for each β ∈ ∆(L) the coefficient L(µ)β has
only positive terms and gi,0 ≥ 0 for all i = 1, . . . ,m. Then the problem (14) is
a GP for µ > 0.

The optimization problem (14) yields a lower bound for problem (1). More
precisely, if γ∗ is the solution of the GP (14) and f∗ is the solution of the
original problem (1), then we have

f0 − γ∗ ≤ f∗.
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However, Theorem 4 places considerable restrictions on the coefficients.
Hence, a relaxation of this problem was introduced in [15]. The key step is
to redefine the objective (14a) and the constraint (14d) in order to obtain a GP
under weaker assumptions.

First, we split up the coefficients L(µ)β into their positive and their negative
parts, defining L(µ)β = L(µ)+

β − L(µ)−β with

L(µ)+
β =

∑
i=1,...,m
gi,β>0

µigi,β and L(µ)−β = −
∑

i=1,...,m
gi,β<0

µigi,β ,

where gi,β denotes the coefficient corresponding to xβ of gi. Using this decom-
position, constraint (14d) can be changed to max{L(µ)+

β , L(µ)−β } ≤ bβ . Further,
in the objective function, instead of all gi,0 for i = 1, . . . ,m, we only consider
those coefficients of the monomial x0 that are positive in the corresponding gi
and thus negative in L(x, µ), resulting in g+

i,0 = max{gi,0, 0}. This produces the
following optimization problem:

minimize
µ≥0,

aβ>0,bβ≥0

m∑
i=1

µig
+
i,0 +

∑
β∈∆(L)

λ
(β)
0 6=0

λ
(β)
0 · b

1

λ
(β)
0

β ·
∏

α∈nz(β)
α6=0

(
λ

(β)
α

aβ,α

)λ(β)
α

λ
(β)
0 (15a)

subject to
∑

β∈∆(L)

aβ,α ≤ L(µ)α for all α 6= 0, (15b)

∏
α∈nz(β)

(
aβ,α

λ
(β)
α

)λ(β)
α

≥ bβ for all β ∈ ∆(L) with λ
(β)
0 = 0, (15c)

L(µ)+
β ≤ bβ for all β ∈ ∆(L), (15d)

L(µ)−β≤ bβ for all β ∈ ∆(L). (15e)

This optimization problem is a relaxation of (14). The following theorem [15]
shows that it is a GP under weaker assumptions.

Theorem 5. Let L be an ST-polynomial of the form (13). Assume that for
every α ∈ V (L) \ 0 the coefficient L(µ)α has exactly one strictly positive term.
Then the optimization problem (15) is a geometric program for µ > 0. More-
over, the GP provides a lower bound on the solution of the original optimization
problem (1). Denoting the solution of (15) by γSONC and the solution of (14)
by γ∗, we get

f0 − γSONC ≤ f0 − γ∗ ≤ f∗, (16)

where f∗ is the optimal solution of (1).

3.3 Lower Bounds for Arbitrary Constrained Polynomial
Optimization Problems

The relaxation methods described so far in this section are designed for ST-
polynomials. Recall that, by Definition 3, an ST-polynomial satisfies two condi-
tions: the vertices of the Newton polytope must correspond to monomial square
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terms and form a simplex. The first condition is a necessary condition for non-
negativity of a polynomial [30]. The second condition, however, may not hold
for some nonnegative polynomials, and one can obtain a SONC certificate by
applying an extended technique based on SONC certificates.

Consider a polynomial f that satisfies the first condition and violates the
second condition. The idea of the extended method [32, 15], is to write f as a
sum of ST-polynomials. To this end, the algorithm presented in [32] covers all
terms of f that are not monomial squares by monomial square terms by solving
a linear program for each non-monomial-square term. Then it splits the coef-
ficients of the terms of f between the new polynomials so that summing these
polynomials up yields f . The coefficients can either be split evenly, though
this does not guarantee an optimal splitting, or one can solve a modified ver-
sion of the SONC optimization problem in order to find an optimal coefficient
distribution.

4 Polynomial-Bound Constraints

As mentioned in the previous section, a necessary condition for the nonnega-
tivity of a polynomial is that all vertices V (f) are monomial squares, that is,
V (f) ⊆ MoSq(f). Therefore, when working with an arbitrary polynomial, it
may be necessary to reformulate the lower bounding problem so that each term
that is not a monomial square is covered by even exponents. Moreover, a relax-
ation that is solved as part of a branch-and-bound algorithm must be able to
utilize tighter variable bounds in the nodes of the tree in order to obtain lower
bounds of improving quality.

We assume that each variable has finite bounds. However, directly adding
a term corresponding to a variable bound, that is, (xi − li) or (ui − xi), to the
Lagrangian function does not lead to an improvement in the SONC bound since
xi is not a monomial square, and is therefore treated by the SONC relaxation
as a ‘negative’ term.

In order to circumvent this issue, we derive polynomial constraints on xi that
are valid with respect to the bounds on xi. The goal is to find a polynomial
h(xi) that is nonnegative on [li, ui] such that, when added to the Lagrangian,
h(xi) adds monomial squares to it, but not new non-monomial-square terms.

Let L′ denote the Lagrangian function after the replacement of variable
bounds with polynomial-bound constraints. The choice of such a polynomial is
not unique and must take the current structure of the exponent set of L into
account.

Let A′ be a matrix defining exponents introduced in polynomial-bound con-
straints, where an entry α′ji denotes the exponent for variable j in the ith
polynomial-bound constraint, and a column α′∗i defines the exponent vector
corresponding to the ith polynomial-bound constraint. We propose to use poly-
nomial constraints of the form

xα
′
∗i ≤ max{|li|, |ui|}α

′
ii ,

where α′ji = 0 if j 6= i, and refer to them as polynomial-bound constraints.
The choice of exponents A′ will aim at ensuring that all vertices of the

Newton polytope New(L′) are monomial squares. In other words, this requires
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a set of exponents such that these exponents together with the even exponents
α ∈ V (L) provide a valid cover for each β ∈ MoSq(L).

Let A′ = {α∗1, . . . , α∗n} ⊂ (2N)n denote the set of new exponents, and let
V (L′) denote the set of all vertices of the Newton polytope of L after the trans-
formation of variable bounds into polynomial-bound constraints. We require
that the vertices V (L′) provide a cover for all β ∈ MoSq(L), that is,

∀ β ∈ MoSq(L) ∃ λ(β) ∈ Rn+1
+ : β =

∑
α∈V (L′)

λ(β)
α α and

∑
α∈V (L′)

λ(β)
α = 1. (17)

The following theorem provides a choice of the set A′ that ensures that the
above requirement holds:

Theorem 6. Let A′ ∈ Nn×n be a matrix defining the exponents in polynomial-
bound constraints, and let A′ = {α∗1, . . . , α∗n}, where α′ji = 0 if j 6= i, and

α′ii ≥ (n+ (n mod 2)) · max
β∈MoSq(L)

||β||∞.

Then A′ ⊂ (2N)n and (17) holds, that is, all terms β ∈ MoSq(L) are covered by
some subset of the exponents V (L′).

Proof. The condition A′ ∈ (2N)n holds since (n+ (n mod 2)) is an even num-
ber. We now need to prove the existence of barycentric coordinates λ(β) satis-
fying (17).

For each β ∈ MoSq(L), consider the following barycentric coordinates:

λ
(β)
α′i∗

=
βi
α′ii

for i = 1, . . . , n,

λ
(β)
0 = 1−

∑
α′∈A′

λ
(β)
α′ ,

λ(β)
α = 0 for α ∈ V (L).

Then β can be written as

β =


λ

(β)
α′1∗

α′11

...

λ
(β)
α′n∗

α′nn

 = λ
(β)
0 0 +

∑
α∈V (L)

0 · α+
∑
α′∈A′

λ
(β)
α′ α

′ =

= λ
(β)
0 0 +

∑
α∈V (L)

λ(β)
α α+

∑
α′∈A′

λ
(β)
α′ α

′.

Thus, the condition β =
∑
α∈V (L′) λ

(β)
α α of (17) is fulfilled. It remains to show

that λ
(β)
α ≥ 0 for all α ∈ V (L′), and

∑
α∈V (L′) λ

(β)
α = 1.

The condition
∑
α∈V (L′) λ

(β)
α = 1 and the nonnegativity of all components of

λ except for λ
(β)
0 follow directly from the definition of λ. To prove that λ

(β)
0 ≥ 0,

observe that α′ii ≥ (n+ (n mod 2)) ·maxβ∈MoSq(L) ||β||∞ and λ
(β)
α′i∗

=
βi
α′ii

, and

therefore

λ
(β)
α′i∗
≤ βi

(n+ (n mod 2)) ·maxβ∈MoSq(L) ||β||∞
≤ 1

n+ (n mod 2)
.
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This implies that ∑
α′∈A′

λ
(β)
α′ ≤

n

n+ (n mod 2)
≤ 1

⇒ λ
(β)
0 = 1−

∑
α′∈A′

λ
(β)
α′ ≥ 0.

The above theorem provides a sufficient condition on the exponents α′ in
order to guarantee a cover for all inner terms. Since the cost of computing a
SONC certificate does not depend on the degree of a polynomial, introducing
terms with high degrees is not an issue. The practical choice of exponent values
will be further discussed in Section 6.

5 SONC Relaxations in a Branch-and-Bound Al-
gorithm

We have implemented an experimental algorithm that combines an LP-based
branch-and-bound algorithm with SONC relaxations. The goal was to assess the
potential of integrating the branch-and-bound and SONC-based approaches to
constrained polynomial optimization. Our algorithm solves SONC relaxations
in some nodes of the branch-and-bound tree and, if they yield a better dual
bound than the standard LP relaxations, uses this bound.

5.1 Software: SCIP and POEM

We used the polynomial optimization software POEM in order to solve SONC
relaxations. POEM mainly employs SONC nonnegativity certificates, although
it also supports SAGE and SOS certificates for unconstrained problems. To solve
SONC relaxations, it constructs a geometric problem and applies a logarithmic
transformation in order to obtain a convex problem, which it then passes to the
solver ECOS [14] via CVXPY [13]. The main focus of POEM is currently on
unconstrained optimization, but it also provides functionality for constrained
problems.

The general-purpose solver SCIP [5] provided the branch-and-bound algo-
rithm and called POEM in order to solve SONC relaxations. SCIP is a Con-
straint Integer Programming (CIP) solver, which means that its design allows
it to handle any problems where fixing all integer variables results in a linear
or nonlinear program. In particular, SCIP can solve problems belonging to two
important subclasses of the CIP problem class: mixed-integer linear programs
(MILPs) and mixed-integer nonlinear programs (MINLPs). SCIP implements
a spatial branch-and-bound algorithm which, by default, solves linear program-
ming (LP) relaxations at each node of the branch-and-bound tree.

SCIP has a plugin-based structure, wherein plugins implementing various
components of the solving process such as presolving techniques, primal heuris-
tics, domain propagation techniques, cutting plane separation, and others tech-
niques, are coordinated by the core of the solver. Users can add new plugins.

For the purposes of our implementation, we created a new relaxator plugin.
Relaxator plugins enable the solving of custom relaxations instead of default LP
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relaxations. When called, a relaxator plugin can return a dual bound or report
infeasibility of the current node. Additionally, relaxators may provide primal
solution candidates, reduce variable domains and add branching candidates and
cutting planes.

Further, since polynomial problems are nonlinear problems, the handling
of nonlinear constraints in SCIP is relevant to our implementation. Nonlinear
expressions in SCIP are represented by expression graphs, where the nodes
represent operations and the arcs represent the flows of computation. SCIP
constructs an extended formulation of the problem in a lifted space in order
to construct LP relaxations. It stores this extended formulation alongside the
original formulation of the problem.

5.2 Algorithm and Implementation

We implement SONC relaxations as a relaxator plugin in SCIP via the Python
interface PySCIPOpt1 [22]. The main steps that the relaxator performs are the
following:

• it inspects the structure of the problem in order to decide if a SONC
relaxation should be applied to it;

• reverts the creation of an objective variable to represent the nonlinear part
of the objective function;

• converts the problem into a matrix representation, where each polynomial
is given by a vector of term coefficients and a matrix comprised of exponent
vectors for each monomial term;

• if needed, adds polynomial-bound constraints;

• passes the problem to POEM, which solves the SONC relaxation and
returns either a dual bound or a failure status;

• and reports the results back to SCIP.

The relaxator is called in the root node and in every 10 nodes of the branch-
and-bound tree. In the following, we will further explain some steps of the
algorithm.

Problem inspection First, the relaxator analyses the expressions in non-
linear constraints in order to determine whether they are polynomials in the
original formulation of the problem. The SONC relaxation is only solved when
at least half of constraints are polynomial constraints. Linear constraints are
not counted as polynomial constraints, but are added to the relaxation in the
same way as polynomial constraints are. The relaxator does not use constraints
that cannot be represented as polynomial constraints.

1Development branch SONCRelax at https://github.com/scipopt/PySCIPOpt

13

https://github.com/scipopt/PySCIPOpt


Objective variable removal SCIP handles nonlinear objective functions by
reformulating the problem so that to move the nonlinear part of the objective
function into a constraint. That is, SCIP applies the following reformulation:

min f(x) + cTx

subject to →
g(x) ≥ 0,

min y + cTx

subject to

y − f(x) ≥ 0, g(x) ≥ 0.

This, however, introduces a non-square monomial (y) which is not covered by
any monomial squares since y does not participate in any other monomial terms.
Therefore, the relaxator reverses this reformulation by detecting variables that
are present only in the objective and one constraint (which imposes a restriction
on how much the variable can decrease), removing such variables and moving
the rest of the corresponding constraints to the objective function.

Polynomial-bound constraints The relaxator calls POEM to compute the
vertices of the Newton polytope of the Lagrangian function. If the vertices
are monomial squares and form a simplex, that is, the polynomial is an ST-
polynomial, then the algorithm will preserve the existing structure of the polyno-
mial. The relaxator may still add polynomial-bound constraints (max{|`|, |u|})α′−
xα
′ ≥ 0, but it uses only those exponents α′ that belong to the original exponent

set A(L). Thus, no new monomial terms are introduced, and the Lagrangian
function remains an ST-polynomial.

If the Lagrangian function is not an ST-polynomial, then either some of
the vertices are non-monomial-squares or the vertices are affinely dependent,
or both. If some vertices are non-monomial-squares, then the necessary con-
dition for the nonnegativity of the polynomial is violated, and the addition of
polynomial-bound constraints is necessary in order to obtain a finite dual bound
by applying a nonnegativity certificate. Adding such constraints, however, does
not guarantee that the vertices of the new polynomial form a simplex.

POEM in its current implementation is unable to solve relaxations of con-
strained optimization problems where the vertices of the Lagrangian function
polynomial are affinely dependent. Recall that in the unconstrained case, a non-
ST-polynomial is split up into several ST-polynomials, and then dual bounds
are computed for each of those polynomials and combined to obtain the dual
bound on the entire polynomial. In the constrained case, however, the polyno-
mial to be optimized has variable coefficients that depend on the Lagrangian
multipliers µ. If the same variable µj is involved in several ST-polynomials ob-
tained by such splitting, then, in general, it will have different values in solutions
of the corresponding problems. In order to obtain a valid bound, however, the
value of µj must be similar for all ST-polynomials. Ensuring this is by itself a
challenging task, and is not done in the current implementation.

Therefore, given a polynomial with affinely dependent monomial square ver-
tices of the Newton polytope, we always use the terms obtained from polynomial-
bound constraints as the cover for all inner points. These vertices always form
a simplex that covers all inner points. Other vertices are disregarded so that to
preserve this property. This is a valid relaxation, since monomial square vertices
can only increase the dual bound. However, bound quality is worsened when
such vertices are discarded.
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Thus, the steps for extending the Lagrangian via polynomial-bound con-
straints are the following:

• If L(x, µ) is an ST-polynomial, add only such polynomial-bound con-
straints that do not introduce new monomials;

• If L(x, µ) is not an ST-polynomial, add polynomial-bound constraints with
exponents as in Theorem 6 and discard all other vertices of the Newton
polytope.

6 Computational Results

In this section, we evaluate the effect of polynomial-bound constraints on bounds
yielded by SONC relaxations, in particular the numbers of instances for which
a SONC relaxation of the root node yields a finite dual bound. Then we com-
pare three choices of exponents of polynomial-bound constraints, and finally, we
assess the impact of SONC relaxations on the performance of a spatial branch-
and-bound algorithm.

To this end, we run SCIP with standard SONC relaxations, with SONC
relaxations enhanced by polynomial-bound constraints, and default SCIP. We
distinguish the following termination statuses of the SONC relaxator:

• optimal : the relaxator successfully computed a finite dual bound.

• infeasible: infeasibility of the node subproblem was detected.

• unsolvable: no valid decomposition of the Lagrangian into circuit polyno-
mials could be computed, or none of the optimization problems (14) and
(15) was a GP, or ECOS failed to compute a solution of the GP due to a
numerical error.

• interrupted : the relaxator was interrupted due to a time limit.

• did not run: the relaxator was not called since SCIP trivially solved the
instance.

We ran the tests on a development version of SCIP on a cluster of 2.60 GHz
Intel Xeon E5-2660 processors with 128 GB memory per node. The time limit
was 3600 seconds and the optimality gap tolerance was 0.01%. The relaxation
handler was called with a frequency of 10, i.e. the relaxator was executed on
subproblems in depth levels that are multiples of 10 of the branch and bound
tree. To solve the GP, POEM called the solver ECOS via CVXPY.

We use the same test set that was used by González-Rodŕıguez et al. [16].
The test set contains 349 instances chosen from two different sources. 180 in-
stances come from the set of polynomial instances randomly generated by Dalki-
ran and Sherali [12], and 169 polynomial programming instances with continuous
variables were chosen from MINLPLib [25].

In all instances, variables are bounded in the original problem formulation.
The only exception is the variable that is introduced in order to rewrite a non-
linear objective function as a linear objective function, and is often unbounded.
However, the relaxator removes this variable from the formulation when the lin-
ear objective is transformed back into nonlinear form, as described in Section 5.
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6.1 Finiteness of Bounds

We compare the performance of standard SONC relaxations to the performance
of SONC relaxations with added polynomial-bound constraints of the form

xαii ≤ max{|li|, |ui|}αi ,

where αi = 2 · max{βi | β ∈ ∆(L)} + 4. The choice of the exponent will be
discussed in more detail in the next subsection.

Table 1 compares results produced when using the relaxation enhanced with
polynomial-bound constraints with the results produced when using the stan-
dard SONC relaxation. It reports the statuses of the relaxator in the root node.

Test Run Solution Status of the Relaxation
optimal infeasible unsolvable interrupted did not run

Standard SONC 9 4 329 2 5
SONC + PB 330 0 0 14 5

Table 1: Effect of polynomial-bound (PB) constraints on relaxator status in the
root node.

For most instances, the standard SONC relaxation fails to find a lower
bound. This is due to the fact that for most instances the Lagrangian function
does not have a Newton polytope with even vertices. Adding the polynomial-
bound constraints increased the number of instances where a finite lower bound
was found from 9 to 330, as the bound constraints always provide a valid cover.

The relaxator, however, no longer detected infeasibility on the 4 instances
that the standard SONC relaxation identified as infeasible. This might have
been caused either by the change in the constant term resulting from the addi-
tion of polynomial-bound constraints, or the relaxator not using the monomial
squares that, after the addition of polynomial-bound constraints, lie in the in-
terior of the Newton polytope.

For 12 more instances, the relaxator was interrupted due to a time limit.
The reason for this is that with polynomial-bound constraints, it attempted
to solve more GPs than the version without the polynomial-bound constraints,
since the latter often terminated after establishing that the Newton polytope
had non-monomial-square vertices.

6.2 Choice of Exponents in Polynomial-Bound Constraints

This section analyses the effect that the choice of exponent matrix A′ ∈ Nn×n
in polynomial-bound constraints has on performance and dual bound quality.
As before, the matrices are diagonal, and we compare the following values of
the diagonal entries:

α
(n0)
ii = (n+ (n mod 2)) ·max{βi | β ∈ ∆(L)}, (18)

α
(n4)
ii = (n+ (n mod 2)) ·max{βi | β ∈ ∆(L)}+ 4, (19)

α
(4)
ii = 2 ·max{βi | β ∈ ∆(L)}+ 4, (20)
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for i = 1, . . . , n and denote the respective matrices by A(n0), A(n4) and A(4).
The matrix A(n0) defines the minimal exponents that satisfy the conditions

of Theorem 6, thus guaranteeing a valid cover. However, for some instances,
using A(n0) creates degenerate points, that is, inner points that lie on a face
of the Newton polytope. A known issue in POEM can cause the relaxator to
terminate without successfully finding a dual bound, even though there exists a
valid cover. To avoid this issue, we increase the value of the nonzero component
by 4, which corresponds to the matrix A(n4). If the exponents defined by A(n4)

are vertices of the Newton polytope, then no inner points are degenerate. This is
the case for any instance where the Lagrangian function is not an ST-polynomial.

Both with A(n0) and A(n4), the degree increases linearly with the number of
variables. Although the complexity of SONC bound computation does not de-
pend on the degree, very high degrees can lead to numerical issues, particularly
when variable bounds have large absolute values. This motivates our use of the
values A(4). Although this choice does not satisfy the conditions of Theorem 6
and thus does not in general guarantee a valid cover, it is independent of n
and leads to a much smaller increase in the degree. For n = 1, 2, the matrices
A(n4) and A(4) are equivalent, and A(4) guarantees a valid cover for each non-
monomial-square term. For n > 2, if the inner terms are close to the axes, that
is, the monomials are sparse, then A(4) is still likely to provide a valid cover.

Table 2 reports the numbers of instances where the root node SONC relax-
ation terminated with a given status for a given exponent choice. The expo-
nent matrix A(n0) leads to 13 instances where the SONC relaxation was un-
solvable due to degenerate points, or by numerical issues caused by the value
max{|li|, |ui|}αii becoming too large. With A(n4), there are 9 unsolvable in-
stances due to such numerical issues. The use of A(4) results in polynomial-
bound constraints of lower degrees and alleviates these numerical issues while
still providing a valid cover for all instances in our test set. Further, the use of
exponents A(4) results in the smallest number of timeouts, leading to the SONC
relaxation producing valid finite dual bounds for the largest number of instances
when A(4) is used.

Exponents Solution Status
optimal infeasible unsolvable interrupted did not run

A(n0) 308 0 13 23 5
A(n4) 314 0 9 21 5
A(4) 330 0 0 14 5

Table 2: Comparison of solution statuses for different exponent choices.

There is only a small difference in the root node dual bounds and the run
times when using different exponents. For all but three instances, the rela-
tive differences between absolute values of the bound are below 1%. On the
remaining instances, there is no clear best choice.

Table 3 shows the shifted geometric means of times and the numbers of
instances where a given exponent yielded the best time. Given time t for a
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given exponent and sorted times corresponding to the other two exponents,
t1 ≤ t2, the time t is considered to be best if t/t1 ≤ 1.01 and t/t2 ≤ 0.9.

A(n4) leads to the fastest performance, followed by A(n0) and A(4). However,
the difference is small, and since the relaxator yields a valid dual bound for more
instances when using A(4), we employ this as the default choice in the rest of
our evaluations.

exponent mean time number of best

A(n0) 122.51 25
A(n4) 120.29 26
A(4) 123.04 20

Table 3: Comparison of run time with different exponent choices.

6.3 Effect of SONC Relaxations on Branch-and-Bound
Performance

Table 4 compares the overall performance of default SCIP with the performance
of SCIP with the SONC relaxator. It shows the geometric means of the solving
time (shift 1 second) and nodes (shift 100 nodes), and the numbers of instances
where the LP relaxation (shown in the row “Off”) or the SONC relaxation
(shown in the row “On”) yielded the better dual bound in the root node. On
the remaining 38 instances, there was no difference between the LP and SONC
dual bounds.

Overall, SONC relaxations are currently not competitive with the LP re-
laxations employed by default. The geometric mean of the run time increases
drastically when SONC relaxator is enabled, and SONC bounds are stronger
than LP bounds on only few instances. The increase in the number of nodes is
considerable smaller than the slowdown, which indicates that the high compu-
tational cost of SONC relaxations compared to LP relaxations and the lack of
warm starting in the SONC relaxator are the main factors leading to the slow-
down. Further, the current lack of presolving, reduction and branching methods
aimed at improving the bounds yielded by SONC relaxations puts them at a
disadvantage when compared to LP relaxations.

Relaxator Time Nodes Bound improvements

Off 25.29 27.04 305
On 123.04 34.60 6

Table 4: Solver performance with and without the relaxator.

Table 5 provides a more detailed analysis for the 6 instances where enabling
the SONC relaxator lead to an improvement in the root node dual bound.
For two more instances, the SONC relaxator produced a tighter bound than
the LP relaxation in non-root nodes, but these instances are not included in
the table. For each instance in Table 5, we report the LP and SONC dual
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bound, the primal bound provided on the MINLPLib website2, the percentage
of absolute gap closed, as well as information on the instance itself such as
the highest polynomial degree in the instance and the numbers of variables
and constraints, disregarding the objective variable and the objective constraint
that are introduced in order to move the nonlinear part of the objective into a
constraint.

Despite the small number of such instances, the improvement in the root
node dual bound is considerable for each instance. All instances but one are
unconstrained optimization problems involving high polynomial degrees, and on
these instances SONC relaxations close between 76.1 and 91.8% of the gap. This
is most likely due to the SONC approach for unconstrained optimization being
more mature than the SONC approach for constrained optimization, as well as
the fact that LP relaxations of problems with low-degree polynomials, especially
quadratic problems, are very well developed; specialized relaxations such as
SONC may be more beneficial for problems with high-degree polynomials.

The improvement on waterund01 is smaller at 11.3%, but the fact that
we can at all observe an improvement here, however, is already notable since
waterund01 is a quadratic instance, and the benefits of SONC relaxations are
more pronounced for problems involving high degrees.

Instance LP SONC Primal Gap closed Degree NVars NConss

ex4 1 1 -385.308 -97.8766 -7.4873 76.1% 6 1 0
ex4 1 4 -256 -27 0.0 89.5% 4 1 0
ex4 1 6 -3125 -250 7.0 91.8% 6 1 0
ex4 1 7 -166.636 -44.1665 -7.5 77.0% 4 1 0

mathopt5 8 -41.1406 -8.2371 -0.6861 81.3% 6 1 0
waterund01 -307.557 -262.889 86.8333 11.3% 2 40 38

Table 5: Instances with root node dual bound improvements when using SONC
relaxations.

7 Conclusion

In this paper, we have developed a method to guarantee that, given finite vari-
able domains, the SONC relaxation returns a finite dual bound. This method
enables the SONC relaxation to make use of tighter variable bounds in the
branch-and-bound tree. Our experiments showed that for most instances in
our test set, the standard SONC relaxation failed to find a finite dual bound,
whereas the SONC relaxation with added polynomial-bound constraints found
such a bound for all instances except the ones where the relaxator exceeded the
time limit. Thus, our approach drastically improves the applicability of SONC
relaxations to constrained polynomial optimization problems.

Further, we implemented an experimental algorithm that solves SONC relax-
ations of node subproblems in a branch-and-bound tree. In its current version,
this algorithm is not competitive with the LP-based branch-and-bound methods.
This is not surprising since it lacks a full integration of SONC relaxations with

2https://www.minlplib.org
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the branch-and-bound algorithm, whereas the integration of LP relaxations has
been the topic of many years of research. Moreover, the treatment of constraints
and variable bounds in SONC relaxations needs further refinement.

However, our experiments showed that our approach has potential, since
for some instances, the SONC relaxation yielded dual bounds that closed up
to 91.8% of the root node gap when compared to the LP relaxation. Further
work would be focused on designing a SONC-based branch-and-bound algorithm
where reductions and branching decisions are aimed at strengthening SONC
relaxations, and further improving the capabilities of SONC relaxations to make
use of bounds and constraints.

Acknowledgments

The work for this article has been conducted within the Research Campus Modal
funded by the German Federal Ministry of Education and Research (BMBF
grant numbers 05M14ZAM, 05M20ZBM).

Declarations

Competing interests

The authors have no competing interests to declare that are relevant to the
content of this article.

Availability of data

Datasets generated and analysed during the current study are available at
https://github.com/scipopt/PySCIPOpt and https://www.minlplib.org/.
The authors are in the process of making the remaining data publicly available.

References

[1] Warren P Adams and Hanif D Sherali. A tight linearization and an algo-
rithm for zero-one quadratic programming problems. Management Science,
32(10):1274–1290, 1986.

[2] Warren P Adams and Hanif D Sherali. Linearization strategies for a class
of zero-one mixed integer programming problems. Operations Research,
38(2):217–226, 1990.

[3] Amir Ali Ahmadi. Algebraic relaxations and hardness results in polynomial
optimization and Lyapunov analysis. PhD thesis, Massachusetts Institute
of Technology, 2011.

[4] Amir Ali Ahmadi and Anirudha Majumdar. DSOS and SDSOS optimiza-
tion: more tractable alternatives to sum of squares and semidefinite opti-
mization. SIAM Journal on Applied Algebra and Geometry, 3(2):193–230,
2019.

20

https://github.com/scipopt/PySCIPOpt
https://www.minlplib.org/


[5] Ksenia Bestuzheva, Mathieu Besançon, Wei-Kun Chen, Antonia Chmiela,
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